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3axBajIHHIIA

Cnobonno mory pehu na je OTOKTOPCKM CTyAHj OMO jenaH MONPWIMYHO H3a30BaH
MEepuoJ] 32 MEHE, Y IPaBOM CMHUCIy Te pujeud. JlaBHO ce y HapomHOM yMy pOJHO
YCKIUK: ,,be3 myke Hema Hayke!*“. Mnak, 6e3 003upa Ha CBe YJIOKEHE Harope u npareha
YHYTpAaIllha TPBEHha, IPEAOUCHH UCTPAKUBAUKH TIOyXBaT HE O MOTA0 OWTH CIIPOBEICH
¥ 3aBpileH 0e3 moMohu, CTpIuberha, U MOAPIIKE MHOTUX MEHHU JIParux ocoda, Te UM ce
OBMM IIyTEM CBHMa 3aXBaJbyjeM.

Ha npBom Mjecty, *xenro OMX Ja UCTaKHEM YJIOTry CBOJUX MEHTOpa, mpodecopa Jap
Jypuja A. Kouetosa u mpodecopa ap Anekcanapa CaBuha, ka0 HAyYHO—HCTPAKUBAYKUX
pPYKOBOAMJIAIA, T M 300T HbUXOBOT MOCTOJaHOT OOApPEHa TOKOM MPOTEKIUX HEKOJIHMKO
ronuHa. tbuxoBo Mo3HaBambe CaBpEMEHHX TOKOBA y Pa3BOjy ONMEPAIMOHUX UCTPAKHBAHA
U TpodUHBEHO Pa3INKOBAaKEe OUTHOT OJf HEOUTHOT, j€ Y MOM CIyd4ajy pe3yiTOBajio
npoydaBameM lllTaknbGeproBor HajgMmerama pa3MHUjelliTaka Pa3BOAHUX Tadyaka Koje y
003up y3uma u ytunaj mgjena. [Ipodecopu cy Mu Omim He3aMjemHBa OAPIIKA Y HEKUM
MOTIPHITMYHO HE3TOIHUM TIEPHOIMMa TOKOM CaMoT CTYAHja, Ha Y€MY UM C€ O]l CBET cplia
3aXBaJbyjeM.

[Toce6HO Oux ce 3axBanuo u npodecopy ap Asnekcanapy B. [libacyHOBY Ha HEroBoj
HeceOMYHOj MOMONH, KaKO TOKOM CaMOT HCTPaKMBamba, TAKO M TOKOM THCamkha U U3pajie
oBe mucepranyje. lberoBo paymujeBame nucaHe prujedn My je oMoryhmino 1a y moTmyHo-
CTH U3pa3HM Hjieje ¥ KOHIIENTE y MO3aINHH CBOT JIOCAIAIIbBET pasa.

3aXBaJIHOCT IyT'Yj€M U CBOJUM MEHTOpPHMa Ha JUIUIOMCKOM M MacTep CTyau]jy, mpode-
copy ap Munany JoBanouhy u npodecopy ap bophy dyrommju, Koju Cy CIyKHIA Kao
TUXU IJ1aC UCKYCTBAa U pa30OPUTOCTU 10 MHOTHM MUTamkUMa, MMOYEBIIN 01l (popMupama
JMYHOT TIOTJIE/Ia HAa MaTEMATHKY, JI0 IyTeBa KOJUM j€ MOja KapHjepa IMoIiia.

Kana je pujed o marepujamHoj MOAPIIIHM, CPIAYHO C€ 3aXBaJbyjeM Ha (DMHAHCH]CKO]
momMohu Kojy caM TOKOM MOjUX JOKTOPCKUX CTYAMja M 332 U3paay AUCEPTAIH]e JOOHO Of
Bnane Pycuje u MuHucTapcTBa 32 HAYYHOTEXHOJIOIIKUA Pa3BOj, BUCOKO 00pa3oBame U
uHpopmarmono apymrso Biane Penmyonuke Cpricke. Takohe, moceOHO 11jeHUM n3a3ax
y CycpeT pykoBozcTaBa YHuBep3uTeTa y bamoj Jlynu u [IpupogHo—maremaTnykor paxy-
JATeTa J1a ce 0CII000MM TPOIIKOBA CTYHPAha.

Ha xpajy, xenuMm 1@ u3pa3uM MOCEOHY 3aXBaJIHOCT MOJUM poauTesbuma Jlymany
u Croju Ysokuh, MojuM cectpama Mwmnu u JeneHu, 0e3 duje JbyOaBH, TOJPIIKE,

CTPIUBEHA, U pPa3yMHjeBamba He OUX NMPHUBEO KPajy OBO CBOj€ aKaJIEMCKO ITyTOBAHE.
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Mentop: mnpod. np Jypuj A. KoderoB, penoBHu mpodecop Ha HanmoHaTHOM HCTpaKUBAYKOM
nIpkaBHOM yHHBep3uTeTy y HoBocubupcky (HoBocnOupck, Pycuja)
KomenTtop: mpod. np Anekcanmap Casuh, BaHpemnu npodecop Ha YHuBep3urery y beorpamy

(Beorpan, Cpouja)

Hacuos: IMocrojame IllTakiabepropux ekBUIHOprjyma y npobnemy (r|p) xab—1ieHTporaa ca 1jeHo-

BHUM HaMETAHkEM U AJITOPUTMHU 34 IbUXOBO ITPOHAJIAKECHE

Pe3zume

YBO/IM ce HOBH JIOTUCTHYKH MPOOJIEM Y KOjeM JIBHje¢ KOHKYPEHTHE TPAaHCIIOPTHE KOMITaHH]je—TaKMaIlH
jemHa 3a IPYyTroM yia3e Ha TPXKHUINTE, PU YeMy CE€ cMaTpa Ia ¢y 00je y MOTIYHOCTH W CaBPIICHO
obasujemreHe. L{nsb u jenne u apyre je MakcuMu3anuja npogura 00pasoBameM TPAHCIIOPTHE MPEXe
C pa3BOJHMM Ta4yakama U mparehom IjeHOBHOM cTpykTypoM. lIpBa koja ynmasu Ha Tp)KUINTE MMa
HaMjepy Za pa3MjecTy p pa3BOAHUX Tadaka, 0K Apyra IlaHupa a nocTasy bux 7. Ilogpasymujesa ce
Jla KOPHCHUIIM ycIyra Oupajy pyTe IpeBacxXolHO IpeMa lUXOBUM LIMjeHaMa, Tj. ipeMa oarosapajyhem
MOJIETy TIOJ[jeJie TIOTPAKEHE 3aCHOBAHOM Ha JIOTHCTHYKO] perpecuju. Odexyje ce ma he koMmanuje,
1o QGopmupamy TPaHCIOPTHUX MPEXa, KPEHYTH ca LJEHOBHHUM HaaMmerameM. lIpenoueHu cykod
UHTepeca ce Ha3uBa npobieMoM (7|p) xab—IIeHTpora ca I[jJEHOBHIM HaMeTambeM. [IpencraBibeH je
MaTeMaTH4YK{ MOJIEN 3a IpoHaNaxeme oaroBapajyher Iltaknbeprosor ekBuinOpujymMa Kao HeJIMHea-
PHH MjeIIOBUTO—I1jeIOOPOjH MaTeMaTHUIKH IPOrpaM y ABa HuBoa. llokaszaHo je na y oBoj mocTtaBIu
MOCTOjU jeANHCTBEH KoHauyHu beprpann—Hemos njenoBan eksunnbpujym. Ha ocHOBY Tor pesynrara
IokaszaHo je mocrojame llltaknbeproBor exkBuiaHOpHjyma, MPENCTaB/beHE Cy HOBE jeAHAYMHE 32
HajOOJBy I[JEHOBHY pEaKIHjy, M JaTa je KapakTepu3alldja ONTHUMaTHUX pyTa. Takohe, mpoOmem
je pa3marpaH W3 yria padyHcke cioxeHocT. [lomro je mokazaHo na je NP—rtexak, kopuiheme
METaxeypHUCTHKA 32 FErOBO pjelllaBamke ce HaMETHYJIO Kao mpuponad u3dop. KoHcrpyucanu cy
AITOPUTMH Ha OCHOBY alTEpPHALM]CKE XEYPHUCTHKE M METola NMpOoMjeHJbMBHX okosnuHa. IlITo ce
THYE Apyre KOMIIaHUje—TaKMalla, MOKa3aHo je Kako ce HeH MOJE MOXKE JIMHeapu30BaTh. PauyHCKH
OTJIe[IM Cy WU3BPIIECHU HaJ cTaHaapaHuM y jmteparypu CAB-nHcTaniiamMa. Pesynrati eMnupujckor
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Chapter 1

Introduction

The chief forms of beauty are order and symmetry and
definiteness, which the mathematical sciences demon-

strate in a special degree.

Aristotle, Metaphysics

Optimality can be considered as a fundamental principle that defines the laws of physics,
dominates in the etiology, or which orchestrates our social lives. Therefore, we can freely
say that the optimization, among many other things, is a stepping stone of our civiliza-
tion. The first known attempt to investigate optimality in mathematics is contributed to a
Greek mathematician Euclid of Alexandria (325-265 BC). He was interested in geometry
optimization, like the problems of minimal distance or the greatest area [47]. As might be
expected, for a long period since then, mathematicians have not been aware of any gen-
eral methods for finding optimal solutions. Only some special techniques were at their
disposal. According to many historians of mathematics, a new period for optimization
started in 1636, when Pierre de Fermat proposed in his paper [36] a general approach to
compute local extreme points of a differentiable function by setting its derivative to zero.
This idea lead to the now well-known first—order condition. The third period in opti-
mization started not long ago with the discovery of linear programming (LP) by Leonid
Kantorovich in 1939 [70, 41].

Today, the interest in mathematical optimization is constantly rising among the re-
searches. All corners of our daily lives, economy, and science are intertwined with our
intentions to make the best decisions, i.e., to find the optimal solutions. For example, cut-
ting unnecessary costs or careful resource usage is directly affecting the company’s profit.
Formulating the appropriate mathematical model to represent the problem and designing
an adequate solution approach is of enormous significance in the real-world, not just in
academia.

When it comes to logistics, all its activities and fields require optimization, taking into

account their specific features determined by the goals, resources, infrastructure, available
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strategies, market situation analysis, etc. This is the reason why even in the logistics each
optimization problem is addressed and approached separately.

However, after obtaining the precise and well-designed mathematical model, the next
step is to choose the appropriate solution approach. Contemporary optimization literature
is very rich when it comes to different algorithms for optimization problems. In other
words, the ground is very solid for designing new algorithms or adjusting the existing
ones to find a high—quality solution in a reasonable amount of time.

The primary goal of this work is to provide more realistic model for a specific net-
work design. The understanding of competition and pricing effects allow us to obtain a
deeper managerial insights, provides basis for further refinements, and finally, enables
more efficient and useful transportation services. In order to make all this, we need to
provide adequate mathematical models, describe its properties, and to come up with a
good solution approach.

Here, we will investigate mutual effect of hub location and pricing decisions in a com-
petitive environment. The focus of research is on the existence of Stackelberg equilibria
and design of solution approach for a newly introduced model.

The remainder of this chapter is structured as follows. Firstly, a small introduction
to hub location problems is given, including the overview of current research trends in
this field. After that, the general story of Stackelberg competition, (r|p) hub—centroid

problem, Bertrand competition, and logit model are presented.

1.1 Hub Location Problem

Following the global growth in trade volumes, a spoke—hub distribution paradigm has
emerged, as a sort of antipode to the point-to-point networks. From a historic perspective,
it seems that the paradigm was firstly used in the telecommunication industry. However,
in logistical systems, the airline industry and postal companies are one of the main users
of this concept. Delta Air Lines, an airline transportation company from the USA, pi-
oneered the use of spoke—hub network model in 1955 [37]. Nevertheless, this system
has become the norm in the airline industry after the Airline Deregulation Act introduced
by the U.S. federal government in 1978 [8]. Simultaneously, the information technology
sector adopted this paradigm under a dub name “star network™ [10].

Under the spoke—hub paradigm traffic planners organize routes as series of “spokes”
which connect outlying points, called origin—destination pairs (O—D pairs), through series
of “hubs”. The set of such routes, which forms a connected graph, is denoted as a hub and
spoke network in the operations research literature.

An immediate consequence of using this concept is a flow concentration on hub-to-hub
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Figure 1.1: Point-to-point network of eight nodes. Each edge represents two connections of opposite direc-
tions.

connections, which has several advantages [110]:
 lower network installation costs;
» economies of scale on connections;
» economies of scale at hubs;
» economies of scope in the use of shared transshipment facilities.

For example, an interconnected network with &£ nodes and no hubs has k(k — 1) spokes.
However, selecting one node to serve as a hub, i.e., to connect all other non—hub nodes
with each other, will result in a need for only 2(k — 1) spokes.

In Fig. 1.1, a point-to-point network is presented. It involves 56 direct connections,
depicted with 28 edges in the interest of clarity, where an edge represents two connections
of opposite directions. Each connection requires an infrastructure and vehicle service. On
the other hand, a hub and spoke structure presented in Fig. 1.2, requires only 20 connec-
tions, represented as 10 edges. Two hubs are distinguished with red color, alongside with
the inter—hub connection. The cost reduction is obvious. Furthermore, using larger and
more efficient vehicles on inter—hub connections does not only reduce the transportation
costs per unit of flow but is possibly more friendly for the environment.

However, it is worth noting that some potential disadvantages may also occur such

as additional transshipment because fewer point-to-point services are offered. For some
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Figure 1.2: A hub and spoke network of eight nodes. Each edge represents two connections of opposite
directions. Hubs and inter—hub connections are distinguished with red color.

connections, this may involve delays and potential congestions at hubs. As the demand
and network load grow, more point-to-point services become feasible. Thus, hub and
spoke networks are an intermediate stage in network development because the service
preference remains direct connection.

In the location theory, problems concerned with these kinds of networks are called hub
location problems (HLPs). Due to their high importance in academic and engineering
fields, HLPs are widely studied by researchers [22, 48, 20].

The main goal is to seek out for the optimal locations of hubs and allocations of non—
hub nodes to hubs concerning a given objective. Hubs serve as collection, consolidation,
and dissemination points when routing the flow between O-D pairs. The location part
is concerned with finding the most suitable position to establish a hub in the network
architecture. On the other hand, the allocation subproblem seeks to explore the connection
relationship in the network architecture.

The traditional classification of hub location problems is usually done according to the

following criteria:
* solution domain: discrete or continuous;
* objective: maximization or minimization;

+ a decision about the number of hubs: exogenous or endogenous;
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* hub capacity: uncapacitated (unlimited) or capacitated (limited);

* hub location cost: fixed, variable, or no cost at all;

* inter—hub connectivity: total or partial.

* the allocation of a non—hub node to hub nodes: multiple or single;
* the cost of direct connection: fixed, variable, or no cost at all;
 problem type: median, center, covering, etc.;

« other restrictions.

Usually, it is assumed that the hubs are interconnected. Various mathematical models for
hub location problems can be formulated by considering this classification.

In the research literature, the concept of concentrator in a network was firstly ad-
dressed by Goldman in his paper [54], published in 1969. The first HLP was introduced
by O’Kelly in 1987 [103]. It was a so—called single allocation HLP. In 1994, Campbell
has formulated a multiple allocation variant [19]. Soon, many researchers become inter-
ested in HLP. For example, Skorin—Kapov et al. have investigated, in [118], tight linear
programming relaxations of uncapacitated p-hub median problems. Ebery et al., in 2000,
considered and presented formulations and solution approaches for the capacitated multi-
ple allocation hub location problem [44]. Mayer and Wagner have provided, in their paper
[92] from 2002, a new and improved branch-and-bound procedure for the uncapacitated
multiple allocation HLP. The interest in HLP is growing every year. A more detailed re-

view of HLPs, their classification, and solution approaches can be found in [22, 48, 5, 82].

1.1.1 Two Classic Hub Location Problems

In the following lines, as an illustration, two classic hub location problems are going to

be presented: p—hub median problem (p—HMLP) and p-hub center problem (p—HCLP).

p—Hub Median Location Problem

The formulation of this problem is similar to the p-median one, hence the name origin.
Because every non—hub node could be allocated to one or more hubs this model is also
named the multiple allocation p—HLP, to build a connection with the (single allocation)
p—HLP of O’Kelly.

Formally, the problem is defined over a complete digraph G = (N, A), where N is
the non—empty set of nodes and A is the set of arcs. A hub can be established only at
some node £ € N. The number of hubs p is determined exogenously. There are no

capacity constraints imposed on hubs and there are no costs for locating hubs. The multiple
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allocation scheme involved in p—-HMLP means that each non—hub node : € N can be
allocated to several existing hubs. There are no costs for establishing connections on arcs.
There exists a non—negative transportation cost per unit of flow along the arc (i, k) € A,
denoted as ¢;;, > 0. Usually, it is assumed that ¢;;, is obtained by a non—decreasing function
of distance. The so—called fundamental approach in modeling the economies of scale is

used by involving several standard assumptions from the hub location theory:
» the resulting hub backbone must be totally interconnected;

* transportation cost factors x, «a and ¢ for the flow consolidation in the collection
(origin to hub), transfer between hubs, and distribution (hub to destination), are re-

spectively appertain to;
* concatenation of arcs composes a route, in which hubs are located at the joints;

« at most two hubs are allowed to be on a single route, meaning that at most two stops

are permitted.

The ordered quadruple (4, 7, k, [) represents the route i—k—[—j. The transportation cost
¢ for a route i—k—— 7 is computed as ¢;; i = XCir + aci + dc;. A non—negative
demand w;; > 0 for every O-D pair (7, j) € A is assumed to be perfectly inelastic (basi-
cally, it is an arc weight in G). The resulting optimal hub and spoke network must cover
all nodes in G.

The non—negative real variable x;;; represents a fraction of flow going from 7 to j
through hubs £ and [. The binary decision variable y;, is taking value 1 if and only if £ is
chosen to be a hub, otherwise y;, = 0.

The p—-HMLP can be represented as the following mixed—integer linear program [19]:

min Z Wi 45 k1Cij kl (L.1)
i,7,k,lEN
st. Y wym=1, VijeN, (1.2)
k,leN
> we=np (1.3)
keN
Tij ki § Yk, Vi7j7 kvl € N7 (14)
Tij ki Syla Vivjakvl GN, (15)
i kl > 0, Vi,j, ]{Z,l c N, (16)
Yk € {O, 1}, Vk € N. (1.7)

The objective function (1.1) sums the transportation costs for all established routes.

Constraints (1.2) assure that for each O-D pair (i, j) € N every customer is going to be
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serviced. The number of hubs p is stipulated by constraint (1.3). Constraints (1.4) and
(1.5) assure us that flows are routed via hubs. Variables’ domains are given by (1.6) and
(1.7).

Remark 1.1. In a way, an O—D pair in the p-HMLP is analogous to a demand point (node)

in a p—median location problem.

p—Hub Center Location Problem

The p—HCLP was introduced by Campbell in 1994 [19]. The goal is to establish p hubs in
a network, in order to minimize the maximum cost (or distance) between O-D pairs. We
can find this problem in the transportation of decomposable or sensitive goods through a
network, or when the delivery time frame is very tight [64].

In 2000, Kara and Tansel provided a linear formulation of Campbell’s quadratic model
and showed that its corresponding decision problem is NP—complete [74]. One of the
latest and most promising linear formulations of the p~HCLP was provided in 2009 by
Ernst et al. [46].

Formally, the setting for the p—~HCLP is the same as for the p-HMLP. Here, we will

provide a classic four-index non—linear mixed—integer formulation:

min max Z Wi Tij k1Cij kl (1.8)
kleN

st. Y wym=1 VijeN, (1.9)
kleN

Ye =D, (1.10)

Tije < Yk, Vi,j €N, (1.11)

Tijw <y, Vi,j €N, (1.12)

Tijm >0, Vi, 5,k,l €N, (1.13)

yr €{0,1}, Vk €N, (1.14)

The objective function (1.8) is to minimize the maximal variable cost among established
transportation routes. The constraint (1.9) assure that for each O-D pair (i, j) € N every
customer is going to be serviced. The number of hubs p is indicated with (1.10). Con-
straints (1.11) and (1.12) assure us that flows are routed via hubs. Finally, the constraints

(1.13) and (1.14) define the variables’ domains.

1.1.2 Current Trends in HLP Research

Roughly, current trends in HLP research can be classified into model extensions and so-
lution approach developments. For the first class, the classic HLP models are extended in

order to grasp more reality mainly by:
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* accounting capacities [45, 25];

« considering different flow cost models [76, 96];

 examining partial interconnection between hubs [18, 111, 109];

* considering location with reliability [75, 2];

« taking into the account pricing [86, 28, 29];

 examining competition and collaboration [112, 86, 28];

« considering stochastic and robust variants [9, 117, 29].

Table 1.1: Prominent studies with exact solution approaches for different HLPs.

Year Problem code Solution approach # of Reference
nodes
1994 U-MA-p-HCLP/HCovLP Integer linear programming 25 [19]
1996 U-MA/SA-p—-HMLP Linear programming relaxation 25 [118]
2000 U-MA-p—-HCLP Mixed-integer linear programming 25 [74]
2001 U-SA-p-HMLP Mixed—integer linear programing 200 [43]
2005 C-SA-p-HLP Integer linear programming 40 [91]
2008 U-MA-HMLP Benders decomposition 200 [34]
2009 U-SA-p-HMLP Integer linear programming 81 [6]
2009 U-SA-p-HMLP Integer linear programming 550 [104]
2011  U-MA-HMLP Enhanced Benders decomposition 500 [24]
2011 C-SA-p-HLP Mixed—integer linear programming 140 [83]
2012  C-SA-p-HMLP Generalized Benders decomposition 100 [35]
2014 U-MA/SA-HLP+R Second—order cone programming 25 [117]
2016 U-MA-HLP+SC Enumeration—based algorithm 25 [117]
2017 U-MA-HLP+CIC Branch and cut with 100 [26]
mixed—dicut inequalities
2017 U-SA-HLP+MAC Branch and bound with 75 [121]
Lagrangian relaxation
2020 U-SA-HLP+R+P Second-order cone programming 25 [29]

When it comes to the second class of HLP research trends, a large variety of algorithms
have been proposed to solve different types of HLPs during the past three decades. Table
1.1 presents some of the prominent studies (and definitely not all) in which the exact

optimization methods have been used. The first column refers to the year of publishing, in

the second one a code name for the addressed problem is presented, the third columns gives

the name of solution approach (it could be many, but some of the most interesting ones are

chosen), the fourth tells us the maximum instance size that was empirically investigated,

and the last column provides a literature reference. The code names are composed using

the following abbreviations in a given order:

* capacity: uncapacitated (U) or capacitated (C);

 non—hub node allocation: multiple allocation (MA) or single allocation (SA);
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* type: (p-)HLP—as a general abbreviation, hub median location problem (HMLP),
hub center location problem (HCLP), hub cover location problem (HCovLP), and
HLP+ for the extended models of HLP.

Among many extensions that were addressed in the scientific literature, Table 1.1 refers
only to a few of them as its purpose is to, basically, illustrate the shift in research trends.
Particularly, extensions concerning robustness (R), Stackelberg competition (SC), cyclic

inter—hub connection (CIC), modular arc costs (MACs), and pricing (P) are referred.

Table 1.2: Prominent studies with heuristic solution approaches for different HLPs.

# of

Year Problem code Solution approach Reference
nodes
1986 U-SA-p-HMLP Nearest neighborhood oo (plane) [102]
1992 U-MA-p-HMLP Tabu search and GRASP 25 [77]
1996 U-SA-p-HLP Simulated annealing 20 [119]
1999 U-MA-p-HMLP Greedy algorithm 50 [115]
2000 C-MA-p-HLP Shortest paths based heuristic 200 [44]
2002 U-MA-p-HMLP Tabu search and GRASP 50 [78]
2003 U-MA-p—-HMLP Tabu search 50 [89]
2005 U-SA-p-HLP Genetic algorithm 200 [123]
2006 C-MA-p—-HCovLP Greedy algorithm 400 [15]
2007 U-SA-p—HMLP Genetic algorithm 200 [81]
2008 U-SA-p—HMLP Lagrangian relaxation and local search 81 [126]
2009 U-SA-p-HLP Genetic algorithm 200 [49]
2009 U-MA-p-HCovLP Evolutionary approach 82 [107]
2009 U-SA-p—HCLP Heuristic based on aggregation 1000 [53]
2009 U-SA-p—HCLP Ant colony optimization 1000 [94]
2010 U-SA-p—HMLP General variable neighborhood search 1000 [67]
2012 U-MA-p-HMLP+IM  Tabu search 25 [68]
2013 U-SA-HLP Memetic algorithm 400 [90]
2017 U-MA-p-HCLP+R Hybrid metaheuristic algorithm 900 [97]
2017 U-SA-p—HCLP General variable neighborhood search 423 [16]
2018 U-SA-HCovLP+QM Particle swarm optimization 30 [63]
2020 U-SA-HMLP+R+P 2—phase matheuristic 25 [29]

This table is not exhaustive at all. It is dominantly based on [48], where an interested
reader can find references to many important and interesting studies, regarding HLP.

Although we can apply exact algorithms, they are usually used to solve problems with a
smaller number of nodes. Empirical studies show that lager instances need to be solved by
heuristic procedures. While large—size instances can be somewhat dealt with specialized
exact methods (e.g., Benders decomposition and branch-and-price methods), the devel-
opment of heuristic approaches (specialized ones, metaheuristics, or matheuristics) has
helped many real-world applications, in which optimal or near—optimal solutions can
be found in a very short execution time. Moreover, in the most of HLP studies usually
the (meta)heuristic algorithms were applied for the empirical investigation. Some promi-
nent research papers concerning heuristic solution approaches applied to different HLPs

are presented in Table 1.2. The organization of Table 1.2 is the same as in the previous
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one. Also, extensions like inter—-modal logistics (IM), queue estimation model (QM), are
pointed out.

It is worth to note that sometimes even heuristics might not be able to properly address
the large—size cases. For example, the very large—scale systems which demand a large
number of investments. In some cases, even 1% gaps are not tolerable. In other words,

there is a lack of appropriate solution approaches for solving situations of this kind [48].

1.2 Stackelberg Competition

Heinrich von Stackelberg (1905-1946) proposed in his book ‘“Marktform und Gleichg-
wich” [120], published in 1934, a new model of market economy based on the following

assumptions:

* it is more reasonable to expect that companies will enter the market in a sequential

fashion, rather than simultaneously;

* strategic decisions that company makes are usually hard to change and easily ob-

servable;

« it is natural to investigate the possibility of first move advantage in cases of excess

capacities.

Using the Game Theory terms, the players of this 2—stage game are called leader and fol-
lower. The leader moves first by choosing her strategy, knowing ex ante that the follower
observes her decision. After making a move, it can not be revoked, i.e., the leader is un-
der the power of commitment. The follower is not committed to a future non—Stackelberg
leader’s decision and the leader is aware of this. Each player intends to maximize their
respective utility function payoffs. All strategy profiles are the common knowledge. In

other words, the complete and perfect information is assumed.

Remark 1.2. The assumption of perfect information is important, as otherwise the game

could be reduced to Cournot duopoly.

Remark 1.3. In the literature, for the leader and follower, usually pronouns “she” and “he”

are used, respectively.

Let us consider the following strategic game
I'=(P,S,u), (1.15)
where:

« P = {L, F} represents the set of players in which L stands for the leader and F’

stands for the follower;
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» 51 and Sy are the corresponding non—empty (usually finite) strategy sets of leader

and follower, respectively;
« § = S x S represents the set of strategy profiles;

*ur : S — Rand up : S — R are finite utility functions for the leader and follower,

respectively;
* u = (ur,up) represents the game utility function.

Remark 1.4. For two functions f : X — Y and g : X — Z the notation (f, g) stands
for the function h : X — Y x Z, characterized by m;(f, g) = f and m2(f, g) = g, where

m Y X Z —Yandm : Y x Z — Z denote the projections.

In other words, for every leader’s strategy s; we have the set of follower’s best re-
sponses

BRp(sp) = argmaxup(sg, Sg). (1.16)

SFESF
On the basis of follower’s best response, the solution of Stackelberg competition may be
conceived in the set
S = argmax  u(sg, sp). (1.17)

(SL,SF):
sLESL, SFGBRF(SL)

Definition 1.1. Any pure strategic profile in S of game I' is called the unsafe Stackelberg

equilibrium.

Remark 1.5. The Stackelberg duopoly solutions can be perceived as subgame perfect Nash

equilibria of a 2—stage game.

Unfortunately, the practical achievement of unsafe equilibria is not ensured if the fol-
lower’s utility functions are surjective, i.e., when they can attain the same value for dif-
ferent particular strategies. For example we can have that BRp(sy) = {sk,s%} and
ur (s, sh) < ug(sy, s%). Both strategy profiles (sz, sk) and (s, s%) belong to S, but
obviously that the first one is not suitable as a solution for the Stackelberg game. Namely,
in these situations we can say that the game is ill-posed. Therefore, in order to exceed
such confusing and unwanted situation, the notion of a safe Stackelberg equilibrium is
introduced, as in [125].

Firstly, the follower’s behavior needs to be properly defined. For that, we consider two

extreme cases:

(1) the leader has optimistic expectations about follower’s behavior: among all strate-
gies in the best response set, the follower chooses one which is the best for leader

(altruistic/benevolent follower);
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(2) the leader has pessimistic expectations about the follower’s behavior: among all
strategies in the best response set, the follower chooses one which is the worst for

leader (selfish/malicious follower).

In the first case, for every leader’s strategy s; we consider the following subset of fol-
lower’s best responses
BRp(sp) = argmax ur(sg,sp). (1.18)
sFEBRF(s1)
For the second case, instead of arg max function we need to use arg min.

Remark 1.6. The follower’s behavior can be defined for the intermediate cases, too.

Now we can introduce a new solution set

S = arg max ur(Sp, Sr). (1.19)
(sL,sli
SLESL, SFEBRF(SL)

Definition 1.2. Any pure strategy profile in S of game I" is called the (safe) Stackelberg

equilibrium for a benevolent follower.
The safe Stackelberg equilibrium for the malicious follower is defined in a similar way.

Definition 1.3. For each Stackelberg equilibrium the corresponding leader’s strategy is

called the Stackelberg strategy.

Remark 1.7. In a simultaneous game, given in a matrix form, there may not exists a pure

Nash equilibrium, but a Stackelberg strategy always exists.

Remark 1.8. When the sum of utility functions for the leader and follower is a constant,
i.e., ur(sp,sp) + up(sy, sp) = const., for sp € BRp(sy), then the follower’s utility

function is surjective.

Remark 1.9. For the set of best responses B R, we will denote the particular best response
with lowercase letters br. For example, for a set BRg(sy,), the particular best response

can be denoted as brp(sy).

Example 1.1. The market price p depends on total quantity () produced and it is estimated
by function P(Q), i.e., as
p=P(Q) =a—00Q, (1.20)
where a and b are known coefficients. Denote the leader’s and follower’s production
quantities as g7, and g, respectively. We have that () = q; + qp.
The production cost function is given as C'(q) = cq, and it is the same for both com-

petitors.
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The follower’s profit, once the leader’s quantity ¢;, is known can be computed as

ur(qr, qr) = (a = blqr + qr) — ¢)qr. (1.21)

Our(qr,9F)
Oqr

response of follower is given as

The first—order condition = 0 yields a — bqr, — 2bgr — ¢ = 0, 1.e., the best

2 b

We can see that his best response function is surjective. In other words, the behavior

BRe(q) — — (a —c_ qL> . (1.22)

of follower does not need additional specification, which means that the set BRg(qy) is
singleton. Because of this, we can write brp(q;) = % (“T’C — qL).

The leader’s profit is given by

ur(qr, qr) = (a — blqr + qr) — c)qr- (1.23)

Substituting the follower’s best response expression in the right hand side of last equation

we obtain a new one—parameter function

an(qr) = (a—b(qL+% (agc—qL))>qL—ch, (1.24)

%(a—c—qu). (1.25)

The first-order condition yields a — bqy, — “5¢ — ¢ = 0, from which we get the Stackelberg

1.€.,

ur(qL) =

strategy for the leader
a—=cC

2b
Finally, substituting the right hand side of last equation with ¢, in Eq. (1.21) we obtain

a—Cc a—¢c¢C
( T ) (1.27)

.. ep . (a—0)? a—c
as the strategy profile which is a safe Stackelberg equilibrium with payoffs ( T E)'

A graphical explanation of this example is given at Fig. 1.3. A

a = (1.26)

Remark 1.10. The follower could announce a deviation from the equilibrium by choosing
a non—optimal strategy in order to reduce the game to Cournot. Under the assumption of
rationality this is a non—credible threat, because when the leader has chosen her equilib-

rium strategy, any follower deviation would hurt him, too.

Remark 1.11. In our illustrative example, the leader has the first move advantage, but in

general that does not need to be the case.

Remark 1.12. The Stackelberg competition can be viewed as a dynamic variant of Cournot
duopoly. The best response in Cournot duopoly is the same as the follower’s best response

in Stackelberg model.
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Figure 1.3: The depiction of Stackelberg competition from Example 1.1. M denotes the Stackelberg strategy
payoft. The Stackelberg equilibrium SE is given as the intersection of follower’s best response function and
the Stackelberg strategy (dotted blue line). The Nash equilibrium CE of Cournot duopoly, given as the
intersection of best response lines, is presented for comparison.

Usually, the Stackelberg competition analysis is accompanied with the investigation
of entry deterrence scenario. Particularly, we are interested in determining weather the
leader can deter the follower from entering the market and what is the optimal deterrence
decision. In our illustration above, this means to set br (g, ) = 0, which implies ¢;, = e
In other words, when leader sets it production equal to “<, it would not be profitable for
the follower to enter the market.

The concept of Stackelberg competition is applied in a number of real-world prob-
lems in the domain of decision science, transportation, engineering, military, etc. Some
prominent areas are the toll setting [72], natural gas imbalance cash—out problem [71],
traffic light optimization [95], synthesis of reactor networks [55, 12], metabolic engineer-
ing [55, 21], attacker—defender Stackelberg games [17], central economic planning [1],
and facility location [79]. In mathematical optimization research literature the Stackel-

berg game is usually represented as a bi—level mathematical program.

1.3 The (r|p) Hub—Centroid Problem

Competition in the location theory has been studied for almost several decades. Neverthe-
less, in the case of hub location problems, the literature is rather scarce. Recently, Mah-
mutogullari and Kara presented in [88] a new competitive hub location problem, called
the (r|p) hub—centroid problem ((r|p)HCP), for which they even provided an exact so-
lution approach. Particularly, they investigated a Stackelberg competition in which two

transportation companies sequentially enter the market by deploying their hub and spoke
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networks in order to maximize their respective market shares.

The basic mathematical setting for the problem is a complete digraph G = (N, A),
where N is the non—empty node-set and A C N? is the set of arcs. A hub can only be
established at a node k¥ € H, where H C N is the subset of nodes that are available
to locate hubs. A hub can be shared, and there are no capacity constraints. All hubs
should be mutually interconnected. The leader and follower intend to open p and r hubs,
respectively. Itis assumed that for both competitors the number of hubs to locate is greater
than two, as otherwise the economies of scale are not generated.

Multiple allocations of non—hub nodes to hubs are allowed. For each O-D pair (7, j) €
N?, only one route can be established. The concatenation of arcs composes a route, where
hubs are located at the joints. At most two hubs are allowed to be on a single route, i.e.,
at most two stops are permitted.

For every arc (7,j) € A there is a transportation cost per unit of flow ¢;; > 0. The
transportation factor « is already known for the market and it corresponds to the transfer
between hubs. Transportation cost on a route i—k—[—j is givenas ¢;; i1 = Cip+acr+cyj,
forallz,j,k,l € N.

Customers prefer the leader or follower concerning provided service levels ¢;; . A
customer prefers the follower’s route if his service level is strictly lower than the leader’s.
Otherwise, it is assumed that the demand is captured by the leader. In the case of equal
service levels, ties are broken in the leader’s advantage, since the customers were already
served by her.

The demand w;; > 0 for every O-D pair is taken to be perfectly inelastic. Every
customer must be served by one of the competitors. There are no budget constraints. Both
competitors have a sufficiently large amount of resources to cover all network installation
costs.

The following variables are used to describe the decisions made by the leader:

1, ifaflow fromi € N toj € N is routed through k£ € H as

ijk = the first hub

0, otherwise

, ifaflow from¢ € N to j € N is routed through m € H as
e Vijm = the second hub

0, otherwise

i 1, if the leader locates a hub at node k € H
° E =
0, otherwise
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1, ifaflow fromnode i € N tonode j € N is captured by the
* Qi = follower
0, otherwise

* B;; > 0is a service level for an O-D pair (4, j) € N? provided by the leader.

Below are the variables used to represent the follower’s network choice:
1, ifaflow fromi € N toj € N is routed through k € H as
* Ujjk = the first hub

0, otherwise

1, ifaflow from? € N toj € N is routed through m € H as
® Vijm = the second hub

0, otherwise

" 1, if the follower locates a hub at node £k € H
° =
0, otherwise

* 7;; > 0 s a service level for an O-D pair (i, j) € N? provided by the follower.

If follower chooses S C H as a hub backbone then the +;; is determined as
Yij = k{%igs{cik + Cpm, + Cmj } (1.28)

In order to represent the sequence of variables, we will use a more compact notation:
U= {Uijk}i,j,keN, V= {Vijm}i,j,meNa H = {Hk}keN, a = {aij}i,jGN: B = {ﬁij}i,jeN:
w = {wijk }ijrens U = {Vijm}ijmens b = {hi}ren, ¥ = {7ij }ijen. The set of follower’s
solutions for a given leader’s solution, including the computation of service levels 7, is
shortly denoted as F(H, U, V, a, ). The optimal solutions are denoted with asterisk.

The (r|p)HCP can be formulated as a bi—level mixed—integer mathematical program.

For the leader, Mahmutogullari and Kara propose the following model in [88]:

min Z Wi Q45 (129)
i,JEN

st. Y Hp=p, (1.30)
keH
> Uy=1, VijeN, (1.31)
keH
> Vim=1, Vi jeN, (1.32)
meH
Ugjr < Hy, Yi,je NAVke H (1.33)
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Vijm < Hyy, Vi,j€ NAVm e H (1.34)
Bij =Y Ui(cik + aCim) + VijmCmgs Vi, j € NAVm € H (1.35)

keH
Bij — 5 < ayM, Vi,jeN (1.36)
(h*,u*,v*) € F(H,U,V,a, B) (1.37)
Hy, Uij, Vigr, aij € {0,1}, Vi, j,k € N (1.38)
Bi; =20, Vi, jeN. (1.39)

The leader’s objective (1.29) is to maximize the amount of flow that she can capture,
which is equivalent to the minimization of flow captured by the follower. Constraint
(1.30) ensures that the leader will locate p hubs in H. Requirement that flow from ¢ € N
to 7 € N will go through at most two hubs k and m, in a given order, is stipulated with
(1.31),(1.32), (1.33), and (1.34). Constraints (1.35) serve to calculate the leader’s service

levels:
* if Vi;m = 0, the constraint is redundant;

* otherwise, the right hand side becomes a service level provided by the leader for flow

from ¢ to 7.
The flow takeover by follower is determined with (1.36):

« if the left hand side is positive, i.e., the follower provides a service level for the flow
from 7 to j, better then the leader’s one, the right hand side, for a sufficiently large

M (BigM), must be positive and a;; = 1;
 otherwise, the constraint is redundant.

Constraint (1.37) also states that v* is induced from the follower’s model. The respective

domains of variables are specified with (1.38) and (1.39).

Remark 1.13. The constraints (1.35) allow a situation in which multiple routes can be
established for a given O-D pair (¢, j), if the service levels are the same. In that case, if
the leader captures the flow for (7, j), we can assume that the demand is being equally

split among established routes.

For the follower’s problem, the following mixed—integer linear program is proposed

in the same paper [88].

34



max Z Wi Vijm (140)

i,JEN
meH
s.t. Z hy =, (1.41)
keH
duge=1, Vi,jeN (1.42)
keH
> vim <1, VijeEN (1.43)
meH
Uijp < by, Vi,j€E NAkeH (1.44)
Vijm < hm, Vi, j € NAmeH (1.45)
Z uijk(cik + Ckam) + Cmj — ﬂij +e€
keH
< (1 —vijm)M, Yi,j e NAVmeH (1.46)
P, Ui, vigr € {0,1}, Vi, j € N AVk,m € H. (1.47)

The follower’s objective (1.40) is to maximize the amount of flow that he can capture.
Constraint (1.41) ensures that the follower will locate » hubs in H. Allocation of flow to
the first hub is regulated with constraints (1.42). Constraints (1.43) state that flow from
1 € Ntoj € N can be captured by the follower using a hub located at node m € H.
Constraints (1.44) and (1.45) prevent flows going through non—hub nodes. Constraints
(1.46) determine captured flows in the following manner.

The left hand side represents the difference in service level provided by the follower
and service level provided by the leader. To break ties, a sufficiently small positive value
e is added. If the left hand side is non—negative, the corresponding variable v, is forced
to take 0 value, because the follower cannot provide a better service level than the leader
for a given O-D pair (4, j). Otherwise, there are no restrictions on v;j,, and M is a large
positive value (Big M). When there are no restriction on v;;,,,, and taking into account the
follower’s objective function, v;;,, is assigned 1. The variables’ domains are defined by

(1.47).

Remark 1.14. M = (2 4+ o) max; jen ¢;; is large enough since the left hand side can not
exceed that value.

Remark 1.15. In this setting, the follower is not obligated to cover all O-D pairs. For
every non—hub node 7, there must be an allocation to some hub £ € H (because of (1.42)),
which allows the transportation from 7 to £. However, (1.43) says that the transport in the

opposite direction does not have to be allowed.

Remark 1.16. Although, it is not mentioned in the model, it is assumed that v* in (1.36)
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is computed from the optimal solution of follower’s model using (1.28).

Besides the above model, the paper of Mahmutogullari and Kara [88] provides a few

other interesting results:

« a one—level reformulation of (r|p)HCP based on min—max approach and total enu-

meration of possible follower’s hub backbones;
» a proof that leader’s and follower’s problems are both NP—hard;

« the exact algorithm for solving the (r|p)HCP.

On Fig. 1.4 we can see how (2|2) hub—centroid optimal solution differs from those of
2-hub median location and 2-hub center location problems, for a CAB instance from [103],

when a = 0.6. In the interest of clarity, only the (leader’s) hub locations are labeled.

Figure 1.4: Optimal hub locations for (2|2) hub—centroid, 2-hub median, and 2-hub center problems, con-
cerning the CAB instance with a = 0.6.

Besides the afore analysis, we can see that in (r|p)HCP model (1.29)+(1.47) a;; =
Eme 1 Vijm, for i, 7 € N. Therefore, we can write the follower’s objective as
max Z Wi Qg (148)
i,jEN
Furthermore, we note that the leader’s objective can be equivalently transformed into the

maximization one as
— max — E WijQ4j. (1.49)

i,jEN
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From here, we see that the sum of leader’s and follower’s function is a constant, i.e., this
is a zero—sum game. Therefore, the follower’s utility function is surjective and there is no

need for defining the auxiliary problem.

Remark 1.17. Mahmutogullari and Kara have not considered in their paper [88] the entry

deterrence scenario.

In 2020, de Araujo et al. published a paper [33] in which they further investigate the

(r|p)HCP. Particularly, their results can be summarized as follows:
« a new one—level reformulation of (r|p)HCP;
« a proof that (r|p)HCP is ' hard;

« an improved exact algorithm for solving the (r|p)HCP.

1.4 Bertrand Competition

It is obvious that besides competing on quantities the companies can compete in pric-
ing. In some cases, this seems more logical, especially in the short run. Taking this into
account, a French mathematician Joseph Louis Frangois Bertrand (1822-1900) investi-
gated and challenged claims of the previously proposed Cournot model. The underlying

assumptions of Bertrand competition are:

* a simultaneous game;

» consumers are indifferent between products/services (homogeneity);

* there are no capacity constraints;

* the strategic choice is on prices, rather than quantities;

« a price—dependent demand function d(p) is known for the market;

+ consumers will buy from the firm that offers the lowest price;

 consumers have perfect information;

* the same positive unit cost ¢ > 0 for both players.

The Bertrand competition can be presented as the following infinite game

['= (P, S u) (1.50)

where

« P = {A, B} represents the set of players;

» S = R2" represents the set of strategy profiles;
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e u: S — R? represents the game utility function, which in this case corresponds to

the profit pairs.

Strategy sets for both players are the same, i.e., S4 = Sy = R{. The same hold for the
corresponding utility functions uy = up, where ua, up : R%* — Ry. In other words,

this simultaneous game is symmetric.

Remark 1.18. This setting requires supply to be perfectly elastic and that the company can

easily increase output in response to the sudden surge in demand.

Let the projected prices for players A and B are p4 and pp, respectively. The demand

d 4 for competitor A is estimated as

5d(pa), pa=Dp8
da = D(pa,ps) = {0, PA > PB (1.51)

d(pa), pa < PB

The demand dp for competitor B is estimated in a similar way.

The profit is computed as a product of demand and price—cost difference, i.e., for player
A we have that profit is equal to d4 - (pa — ¢). Similarly, for player B the profit is equal
todp - (p — ©).

If player A decides to sell (provide) products (services) under the price p4 then the best

response set of B is given as

BRp(pa) = argmax up(pa, pp) (1.52)
ppERT

= argmax D(pg,pa)(ps — ¢) (1.53)
pBERS

Analyzing all three cases from (1.51) we easily conclude that the best response is

¢, ba S c
bre(pa) = (1.54)
pPa—€E, pa>c
where ¢ > 0 is an arbitrary small positive number, such that py, — e > c.
For this game, the Nash equilibrium, as a solution concept, is called the Bertrand—Nash
price equilibrium. Recall that in a Nash equilibrium neither of players has incentive do

deviate unilaterally. Therefore, if a strategy profile (p, pl;) is a Nash equilibrium than

the following holds:

bra(pys) =piy A bre(ph) =ps A
A( B) A B( A) B (1.55)

bra(bre(pi)) = pa Nbre(bra(py)) = pp-
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Consider the last equality in (1.55). We have that

¢, bra(py) <c
Py = b (1.56)
bra(py) —e, bra(py) > c.

which gives us two main cases:

(D) pp =«

(2) pi = bra(pp)-
The first case requires that br 4 (p5;) < c. From the first equality in Eq. (1.55) we obtain the
condition p* < c. Taking into account Eq. (1.54) and analyzing both options we realize
that pj; must be equal to c. Symmetry gives us that p* must equal to ¢, too. Therefore, a
strategy profile (c, ¢) is one Nash equilibrium.

The second case requires that also br4(p5;) > ¢. From the first equality in Eq. (1.55)

we obtain the condition p% > cand p}; = p’ —e. In other words, we have strict inequality
pp < ph (because ¢ > 0). Symmetry gives us that p% < pJj, which results in contradic-

tion. Therefore, the only Nash equilibrium is the perfect competition (¢, c). A graphical

explanation is presented at Fig. 1.5.

— er
— brA

0 C
Pa

Figure 1.5: Graphical explanation of Bertrand—Nash price equilibrium (BNPE).

Remark 1.19. This equilibrium does not hold with asymmetric cost functions since the
company with the lowest marginal costs would seize the entire market and become a mo-

nopolist.
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Remark 1.20. In the literature, every simultaneous price game is usually called Bertrand’s

competition (in a broader sense).

The solution of this game, called the Bertrand—Nash price equilibrium, is a bit para-
doxical (also known as the Bertrand’s paradox). We have that in the case of imperfect
competition, where there is a strong incentive to collude, the situation ends up with the

same outcome as in perfect competition.

1.5 Logit Model

In econometrics, the discrete choice models (DCMs) are used to make predictions about
the choice probabilities between two or more alternatives. Examples are entering or not
entering the labor market, choosing between modes of transport, or choosing between
transportation routes. The DCMs are in contrast with standard consumption models in
which the optimal demand is determined. Loosely speaking, instead of asking “how
much”, DCM analysis asks “which one”. The first applications of DCMs were in trans-
portation planning.

Following the work of Domencich and McFadden [40], it is common to characterize
the choice process by four elements: a decision—maker, the choice set, the attributes of
alternatives, and a decision rule.

A decision—maker (DM) can be represented by any natural person (e.g., airline passen-
ger) or a juridical one (e.g., a government agency).

All feasible alternatives define a finite set called universal choice set C. However,
DM may select from a subset of C, defined as choice set Cp);. For example, the C' can
represent all routes that connect all pairs of cities in a market. On the other hand, the
choice set of individual traveling from a city ¢ to a city j, denoted as C;; would contain
only routes connecting ¢ with j. The proper choice set must be collectively exhaustive,
mutually exclusive, and finite. The set of available routes connecting cities ¢ and j is
finite and mutually exclusive. However, when it comes to collective exhaustiveness, this
situation requires a perfectly inelastic demand, i.e., the passenger must take one of the
proposed flight routes. Otherwise, the alternative “declining to travel” should be included
to make the choice set exhaustive.

Attributes are characteristics of alternatives that DMs consider during the choice pro-
cess. They can represent both deterministic and stochastic quantities. Examples in airline
industry are average fare (price), schedule quality, connection time, aircraft type, etc.
In reality, we cannot know all factors that affect the individual choice decisions as their
determinants are partially observed or imperfectly measured. Therefore, DCMs rely on

stochastic assumptions and specifications to account for unobserved factors.
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When it comes to decision rules, it is assumed that they are based on rational behavior,
which usually refers to a consistent and transitive preferences of DM. Consistent prefer-
ences mean that a DM will consistently choose the same alternative if it is presented with
two identical choice situations. Transitive preferences refer to the fact that if alternative
A is preferred to alternative B and alternative B is preferred to alternative C, then alterna-
tive A is preferred to alternative C. According to [52], the decision rules are grouped into
categories: dominance, satisfaction, lexicographic, and utility. In practice, only the last
category is considered, because the first three have some limitations: either the resulting
choice is not unique or they do not capture how individuals make trade—offs among at-
tributes. The motivation for using maximum utility theory as a decision rule is to represent
how individuals make trade—offs among attributes

Utility U,,; represents a net benefit value of DM n when choosing an alternative 7. It is
assumed that DM aims to maximize the utility U,;, 1.e., ¢ is chosen ifand only if U,,; > U,,;,
for all j # i. The internal structure of utility estimation is assumed to be decomposable
in linear fashion as

where V,,; and ¢,,; represent observed and unobserved components, respectively. For the

first component we have that V,,; = ©x,,;, where

* T, 1s a vector of observed variables relating to alternative + for DM n that depends

on attributes of the alternative or DM (e.g., price, flight duration, gender);
* O is a corresponding coefficient vector for the observed attributes (i.e., variables).

The component ¢,,; captures the impact of all unobserved factors that affect the DM’s
choice. It may be influenced by many factors, including measurement errors, omitting
attributes that are important to choice process, or incorrectly specifying the functional
form of attributes. DCM relies on statistical tests to identify violations in assumptions

related to error distributions [124]. The probability that DM selects the alternative i € C;

is given as:
P, =PUy > Uyj (V5 #1)) (1.58)
= P(Vai +eni = Vij + €0y (V) #4)) (1.59)
= P(en; < Vi — Vayj + 0 (Vj #1)). (1.60)

The probability that ¢, is less than V,,; — V,,; + &,,; is obtained from the cumulative distri-
bution function (CDF), i.e., by integrating over the joint probability distribution function
(PDF) of error terms f(¢)

+oo Vi—Vj+e;
Pm' = / / f(g)d8‘0n|...,d€i+1d€i. (161)

i=—00 j=—00

41



Because CDF is continuous, the case when utility of two alternatives is identical, U,,; =
Unj, 1s irrelevant to the derivation of choice probabilities.

Specific choice probabilities for different DCMs are obtained by imposing various as-
sumptions on the distribution of these error terms. The assumption that unobserved error
components ¢ are independently and identically distributed (iid) and follow a Gumbel
distribution leads to the binary logit in case of two alternatives, or the multinomial logit

in case of more than two alternatives [93].

1.5.1 Some Properties of Gumbel Distribution

For many DCMs it is assumed that error terms follow the Gumbel distribution, including
those which are the most often used for real-life scenarios. CDF and PDF of Gumbel

distribution are given respectively as

—O(e—p)

F(e;p1,0) =¢e¢ , ©>0, (1.62)

f(e5 1, ©) = @O meme P, (1.63)

where 1 and é are the mode and scale, respectively.
The Gumbel, albeit very similar to the Gaussian distribution, is not symmetric. It is
skewed to the right, i.e., its mean is larger than its mode. The mean is equal to u + 3,
where 7y is the Euler—Mascheroni constant. The median is © — % In(In 2) and variance

2
602"

having their mean and variance being the same.

is On Fig. 1.6 and 1.7 we can see how Gumbel and Gaussian distributions differ,

—— N(0.58,1.6)
G(0,1)

Figure 1.6: The plots of PDFs for normal and Gumbel distributions. The corresponding means and variances
are the same.

Let us assume that ¢ ~ G(u, ©) and = and (2 are positive constants. We have that

etz ~G(p+x,0)and Qe ~ G(Qu, ©/Q). In other words, every Gumbel distribution
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1.09 —— N(0.58,1.6) —_
G(0,1)

0.8 A

0.6

0.4

0.2 1

004 —
-4 -2 0 2 4 6

Figure 1.7: The plots of CDFs for Gaussian and Gumbel distributions. The corresponding means and
variances are the same.

can be derived from the unit Gumbel distribution by applying the scale and translation.

Fig. 1.8 depicts the application of these operations on unit Gumbel distribution.

— G(0,1)
(=2)+G(0,1)
0.30 1 — 2-G(0,1)

0.35 1

0.25 1

0.20 1

0.15 1

0.10 1

0.05 1

0.00 1

Figure 1.8: Translation (orange) and scale (green) of Gumbel G(0, 1) (blue) distribution.

Under the assumption £ ~ G(pu1,0) and e ~ G(u9,0), & = g9 — £ is logistically
distributed with CDF and PDF

_ 1 .
F(E) = 1+ eOn2—p1-8)’ (1.64)
OO (H2—p1—¢)
£3) ¢ 0> 0; (1.65)

T 1t Olz—m—a)’
where 4 is the mode and é is the scale. The logistic distribution is symmetric, i.e., the
71'2

2 .

mean is equal to mode pio — j11. The variance of logistic distribution is 555
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1.5.2 Choice Probabilities of Logit Model

The multinomial logit model is used to describe how an individual chooses among two or
more discrete alternatives. The probabilities are derived from the assumption that error

terms are iid Gumbel G(0, 1). For that we use the following notation:
* n is DM index;
» (C,, 1is the set of all alternatives for n;
« V; is the deterministic utility for the i*" alternative;
« U, is the total utility for the i'* alternative;

* ¢, is the error associated with the i*" alternative.

We have that
Pui=P(e; < Vi =V +&; (Vj #1)) (1.66)
(Treating ¢; as a conditional variable.)
_ /OO Miec, Ple; < Vi Vi + eden) (e (1.67)
oo g
= [ e, PV = V; + )i (1.68)
(Assuming £ G(O 1).)
_ / R | P (1.69)
(Since, e " =e¢ ERCE )
_ / ~ I (1.70)
_ / e~ (Tjec, ) g (1.71)
:/ e=sie (¢ Siec, o) g (1.72)
In the interest of clarity we can introduce a new variable ¢, such that t = —e™%, dt =
e fide;,and t € (—00,0). Therefore, we have that
0
P, = / e(tZsecn ) gy (1.73)
eE:;jecn e”iTt) ’
e (1.74)
— L (1.75)

Z]EC e~ (VimVi)
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1

= 1.76
eV Ejecn eV (170
eVi

= = (1.77)

D jec, €%
From here, taking that |C,,|= 2 we obtain the binary logit model probability choices

1

Py (1.78)

1 4+ e~ (Vni=Vnj)

There is an underlying sigmoid relationship between observed utility and choice prob-
abilities. The relationship between service improvements and existing market position is
a subtle point, yet one that is important to consider when making large infrastructure or

service improvements [52]. Fundamental properties of the multinomial logit model are:
« only differences in utility are uniquely identified;

« adding a constant to utilities does not affect which alternative has the maximum util-

ity and does not change choice probabilities;

» multiplying utilities by a constant does not affect which alternative has the maximum
utility;
» multiplying utilities by a constant changes the relationship between observed utility

and choice probabilities, as they are influenced by the variance;

« the independence of irrelevant alternatives, which states that the ratio of choice prob-
abilities between any two alternatives is independent of the availability or attributes

of other alternatives.

Remark 1.21. Because only differences in utility are uniquely identified, variables that
do not vary over the choice set have to be included in the utility function by interacting
with generic ones or by specifying them as alternative—specific. Moreover, this property
requires that the location parameter associated with the Gumbel distribution should be

normalized to a constant.

1.6 Outline of Dissertation

In Chapter 2, the newly introduced (r|p) hub—centroid problem under the price war is
presented. We propose a bi—level mathematical model and investigate its properties. The
theoretical examination of proposed model leads to statements about solution existence,
computational complexity, and optimal routes. At the end, linear reformulations of the

follower’s model are presented.
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The theoretical investigation from Chapter 2 provides a foundation for a solution ap-
proach design, presented in Chapter 3. Because we proved that the (r|p) hub—centroid
problem under the price war is NP—hard, the heuristics seem to be natural choice to solve
the corresponding bi—level model. Besides that, we show how commercial state-of-the-art
solver, Gurobi Optimizer, can be used to solve the lower level model exactly. Having this
tool at our disposal, we use it in our algorithms design, based on alternating heuristic and
variable neighborhood search.

Chapter 4 presents computational experiments done on the CAB instances, using the
algorithms designed in the previous chapter. Results of this empirical investigation help
us to examine the stability of solution approach, difference in quality between proposed
algorithms, the effect of different parameters, similarities of the resulting hub backbones,
and the effect of auxiliary model. Managerial insights are based on the observed patterns
in the aforementioned investigation.

Finally, Chapter 5 presents a concluding overview of this research, indicating some

directions for the future work.
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Chapter 2

The (r|p) Hub—Centroid Problem under
the Price War

The mathematician may be compared to a designer
of garments, who is utterly oblivious of the creatures
whom his garments may fit. To be sure, his art origi-
nated in the necessity for clothing such creatures, but
this was long ago; to this day a shape will occasionally
appear which will fit into the garment as if the garment
had been made for it. Then there is no end of surprise
and delight.
Tobias Dantzig

Liier-Villagra and Marianov [86] have argued that the location or route opening decisions
could be heavily dependent on the revenues that a company can obtain, while the revenues
depend on the price structure. In their paper, they investigate the hub location and pricing
from the follower’s point of view. O’Kelly et al. [105] focused on a (non—competitive)
hub location problem with the price—sensitive demands, deploying an improved Benders
decomposition algorithm. Cvoki¢ and Stanimirovic [29] introduced deterministic and ro-
bust variants of (non—competitive) single allocation hub location and pricing problem, in
which the demand is the price—dependent. As a solution approach for the robust coun-
terpart, besides conic—quadratic mixed—integer reformulation, a 2—phase matheuristic is
proposed. However, in all these studies, the response of competition was not considered.

Sasaki and Fukushima have analyzed in [114] a continuous Stackelberg competition in
which the incumbent competes with several entrants for profit maximization. For every
route, only one hub was allowed. Afterward, Sasaki investigated the hub network design
model in a competitive environment with a flow threshold [112]. Cvoki¢ et al. introduced
in their paper [27] a leader—follower hub location problem under fixed markups, deploy-
ing an alternating heuristic as a solution approach. As we already said, Mahmutogullari

and Kara addressed an (7|p) hub—centroid problem in which the goal is a market share
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maximization, designing an exact algorithm [88]. In their paper, the demand is divided
among the competitors by the “the winner takes it all” rule: a competitor with lower route
costs gets the whole demand. Recently, Cvoki¢ et al. introduced the (r|p) hub—centroid
problem under the price war [28]. Here, we present this new problem.

Two competing transportation companies intend to enter the market. They are aware
of each other. Both of them aspire to maximize their profits by finding the best hub and
spoke networks and corresponding price structures. The management of one company
wants to establish p hubs, and the other one has a plan to locate » hub—facilities. After
setting their networks, it is expected that the competing companies will engage in the price
war, which assumes responding to the current opponent’s pricing with a more competitive
one. The solution of price war, if it exists, is a Bertrand—Nash price equilibrium, in which
none of the competitors has an incentive to change their price decisions unilaterally.

Usually, two scenarios are considered in the literature: simultaneous and sequential en-
trance to the market. In the first scenario, the price war is a natural assumption. The issue
is that we could expect multiple Nash equilibria to exist when it comes to the competitors’
hub and spoke topologies. Finding payoff-dominant equilibrium could be a daunting task.
Moreover, the payoff—dominant equilibrium does not need to be composed of pure strate-
gies, i.e., it can be characterized by the cycle of best responses. The standard interpretation
of Nash equilibrium composed of mixed—strategies is not admissible. The company will
not “flip a coin” to choose a network topology. In the second scenario, the price war is not
assumed, i.e., the first competitor that enters the market is committed to its location and
price decisions. Nevertheless, a finite Stackelberg price solution implies the existence of
a feasible Bertrand—Nash price equilibrium, which opens the door to a cooperative price
game with transferable utilities.

Taking all this into account, we may be interested in considering an intermediate vari-
ant, 1.e., a Stackelberg competition under the price war. One company, the leader, enters
the market as the first competitor, anticipating the entrance of the other company, the fol-
lower. The prices are set according to the solution of price war. This setting implies that
the leader cannot impose prices on the follower, i.e., the pricing is mainly a result of the
follower’s entrance to the market. We could say that this scenario is equivalent to the
search for the Stackelberg strategy if the game is simultaneous, and it may also be related
to the search for a price status quo point when cooperative pricing is considered.

When it comes to our problem’s name, the term “centroid” is taken loosely, i.e., in
a more general sense, because this competition does not need to be a zero—sum game.
Nevertheless, in this competition, the leader is under a direct attack from the follower. She

must take the follower’s moves into account and find the best position so that possible

48



harm is minimized while maximizing the profit. The variant of our problem in which
the leader is focused on minimizing the follower’s profit does not make sense from the
economic viewpoint. After all, we can look at using the term “centroid” similarly to how
the semantics of term “center” was extended from geometry to the location theory. Of
course, we should always leave some space for possibly better naming of this and similar

problems.

2.1 Mathematical Formulation

The underlying mathematical setting for the problem is a complete digraph G = (N, A),
where N is the non—empty node-set and A C N? is the set of arcs. A hub can only be
established at some node £ € N. Also, hubs can be shared, and there are no corresponding
capacity constraints. All hubs should be mutually interconnected. Establishing a hub is
considered as a strategic decision.

For every arc (7, j) € A there is a transportation cost per unit of flow ¢;; > 0. For each
O-D pair (i, ) € N?, only one route can be established. Multiple allocations of non—hub
nodes to hubs are allowed. The transportation factors y, « and ¢ are already known for
the market and they correspond to flow consolidation in collection (origin to hub), transfer
between hubs, and distribution (hub to destination), respectively. Concatenation of arcs
composes a route, where hubs are located at the joints. At most two hubs are allowed to
be on a single route, i.e., at most two stops are permitted. Transportation cost on a route
i—k—1—7j is given as ¢;; i = xCir + acy + 0y, forall ¢, 5, k, 1 € N.

It is assumed that the customers choose routes according to observed prices. Both
competitors are using the mill pricing, i.e., the customers are paying their expenses. The
logit model is used to resolve the issue with a discrete choice. As we know, it is essentially
arule that determines how much of the flow is going to be captured by a competitor. There
is a sensitivity parameter © > 0 with an already known non—negative value assigned. A
higher © means that customers are susceptible to price differences, so they will mostly
choose less expensive routes. On the other hand, a smaller © means that the customers
are less sensitive to price differences.

The demand w;; > 0 for every O-D pair is taken to be perfectly inelastic. Every cus-
tomer must be served by one of the competitors. There are no budget constraints. Both
competitors have a sufficiently large amount of resources to cover all network installation
costs. Imposing such constraint when the demand is inelastic, and competitors are aiming
to maximize their profits does not make much sense. An insufficient budget could lead
to a degenerate solution in which the competitors are utilizing the nature of an inelas-

tic demand by setting arbitrary high prices on some O-D pairs, which would make the
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problem trivial and not very interesting. One of the nice features of solution should be
that we can compare the leader’s and follower’s profits. Moreover, the inelastic demand,
combined with the competitive setting and high network installation costs, can produce
similar problems, even without budget constraints.

Therefore, following the work presented in [113, 112], the study considers only settings
where both players are forced to serve all nodes. This approach can also be justified by
stating that lots of features, such as representations of economies of scale, are still crude
approximations of actual dynamics in a hub and spoke topology, as recently observed by
[20]. It should be noted that degenerate solutions are not possible if the demand function
is downward—sloping.

The following variables are used to describe the choices made by the leader and fol-

lower:
» 1, = 1 if the leader has established a hub at node £ € N, and 0 otherwise;

* pijk = 1 if the leader has established a transportation route i—k—[—j from ¢ to j,

and 0 otherwise;
* t;; 11 15 the price charged by the leader on a route i—k—{—7;
* y, = 1 if the follower has established a hub at node £ € NV, and 0 otherwise;

* i = 1 1f the follower has established a transportation route ¢(—k—+{—j from i to

7, and O otherwise;
* ¢;j,11 18 the price charged by the follower on a route i—k—[—j.

In order to represent the sequence of variables, we will use a more compact notation:
¢ = (Cijr)ijhien> T = (Tr)rens p = (Pijr)ijrien> t = (tijrt)ijkiens ¥ = (Yr)ren,
S = (Sijkt)ijrien> and ¢ = (¢ijx)ijrien. The follower’s solutions for a given leader’s
solution are shortly denoted as 7 (x, p). The optimal solutions are denoted with an asterisk.

Bitran and Ferrer in [13] provided the closed form expression for the optimal response

price q over a cost ¢, when the opponent’s price ¢ is known
1
¢ =c+g(1+W (e7OeD=1)) . 2.1)

W, 1s the principal branch of the Lambert W function. Liier—Villagra and Marianov have
generalized this expression in their study [86] by considering HLP with multiple routes of
the same O-D pair. This motivates us to introduce the function to represent the optimal
price response. Following the result in [86], this new function \;; 1 : N X RﬂNl4 — R
is defined as

1 Zu v eigcuyuvilgi j U
Nijri(Noe,p,t,6) = cijm + 5 (1 + W ( well d )) .2

© D e €2 i

50



The (r|p)HCPuPW can be represented as a bi—level mixed—integer non—linear mathe-

matical program. For the leader, we propose the following model:

—Otr.
Pij ki€ Ok

max Wi (t;‘M — Cijki) — ——— (2.3)
i,]‘%]\f ’ Zu,veN Pijuv€ et”’mj + ZU,UGN gij,uve quj’uv
sty piw Sa. Vi jl€N, (24)
keN
Zpij,kl S T, \V/@,],k’ € N7 (25)
lEN
> pym=1, VijeN, (2:6)
klEN
> a=np, 2.7)
keN
(t*,q" y",<") € Fi(z,p), (2.8)
Tr, pij € 10,1}, Vi, j, k1€ N. (2.9)

The leader’s profit (2.3) is calculated as a sum of all net incomes. Constraints (2.4) and
(2.5) require that the nodes can be allocated solely to hubs. (2.6) stipulates that only one
route can be established per O-D pair. The number of hubs to locate is exogenous and
specified with Eq. (2.7). Constraint (2.8) denotes that for a given leader’s solution only
optimal follower’s solutions are considered. The domain of decision variables is stated in
(2.9).

Recalling the terminology for the bi—level problems, we present two definitions con-

cerning solutions.

Definition 2.1. A solution ((x, p), (t,q,y,<)) is semi—feasible if (x, p) satisfies (2.4)—(2.7)
and (2.9) and (¢, q,y,s) € F(z,p).

In other words, in the semi—feasible solutions the optimality is not required for the fol-

lower’s solution.

Definition 2.2. A solution ((z, p), (¢, ¢, y, <)) is feasible, if it semi—feasible and (¢, ¢, y, <) €

F*(x, p), i.e., the follower’s solution is optimal.

For the deeper understanding of terminology the reader is referred to the book of Dempe
[38].

When it comes to the follower’s problem, we propose the following bi—objective
mixed—integer non—linear program, for which the preferred solutions are obtained by an
a priori lexicographic method. It is assumed that the follower’s behavior is benevolent,

i.e., the leader has optimistic expectations concerning the follower’s attitude.
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—Oq;; k1

Sij k1€
max Wi (Qij el — Cijil) —or.. =y (2.10)
ZJ%:QN J J J ZU,UGN )Oij,uve Otij v —+ ZU,UEN gij,uve OGij,uv
—Otij ki
Pij ki€
max Wi (tijh — Cijkt) o7, =y (2.11)
m%zv Y Iy e Pijawe Ot £ 37 i€ Qi
s.t. Z Sij,kl S Y, VZ,],Z € Na (212)
keN
Zgijjcl S Yk, V’L,j,k € N7 (213)
lEN
S Gow=1, VijeN, (2.14)
kJleN
Z Y =T, (2.15)
keN
tij,kl = )\ij,kl(Ny Cag7Q7p>7 Vi7j7 k7l c N7 (216)
Gij kl = Aij,kl(Nv ¢ P, (Aij,uv(N7 Cagaqap))i,j,u,yeN7g)? Vi7j?k7l € N7 (217)
tij,kla qij,kl Z 07 Vi,j, k? l € N7 (218)
Yk, Sigkl c {071}7 Vi7j7k7l € N. (219)

The follower’s profit (2.10) is calculated as a sum of all net incomes. The behavior
of follower as a benevolent and altruistic competitor is defined by (2.11). The constraints
(2.12) and (2.13) require that the nodes can be allocated solely to hubs. (2.14) stipulate
that only one route can be established per O—D pair. The number of hubs to locate is
exogenous and specified with Eq. (2.15). The follower is setting the equilibrium prices
(2.16)—(2.17), 1.e., he does not have an incentive to change his own price decision. It
should be noted that in the price equilibrium, the leader also does not have an incentive
to change her price decision. The domains of price and network variables are stated in
(2.18)—+2.19).

The main reason behind the bi—objective formulation of follower’s model is that we
can not claim that our problem is a zero—sum game. The sum of the leader’s objective
function with the first follower’s one does not yield a constant. Ignoring this fact could
lead to an ill-posed model.

The lower level model, regarding the first objective solely, is concerned with finding
a medianoid affected by the price war, for which the leader’s set of hubs H), is fixed. It is
called the (r|H,) hub—medianoid problem under the price war ((r|H,) HMPuPW).

The follower’s behavior says that he is impelled to increase the leader’s wellbeing (the
second objective of lower—level model). Simultaneously, he constrains himself from con-
sidering hub and spoke networks which will generate him a suboptimal profit. In the lit-

erature, this problem is called the (follower s) auxiliary problem, while the corresponding
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model is accordingly named as the (follower s) auxiliary model (AM) (please, see [4, 38]).
We note that a priori lexicographic method in bi—objective formulation implicitly assumes

that the following constraint must be satisfied when solving AM

A1y — O e~ Ok

Wi (Q'Lj,kl C’Lj,kl)glj,kle Y > [ (2 20)

e~ Ot e i T '
D T Sp———T

where F™* represents the optimal value of the prior (r|H,)HMPuPW. In other words,
(r|H,) HMPuPW can have more than one optimizer and among all of them we are search-

ing for the one which is the best for leader (benevolent behavior).

Remark 2.1. Changing the second objective from maximization to minimization we obtain
a model which defines the malicious behavior of follower. In this case, the leader has

pessimistic expectations concerning the follower’s attitude.

Remark 2.2. If the Bertrand—Nash price equilibrium exists, then the equilibrium equation

holds for the leader’s prices, too. In other words,
Lijki = )\ij,kz(N, c,¢", ()\ij,uv<N7 ¢ pst, g*))i,j,u,veNa p). (2.21)

In the following section we address the problem of Bertrand—Nash price equilibrium

existence.

2.2 Existence of Bertrand—Nash Price Equilibrium

If a finite Bertrand—Nash price equilibrium does not exist, then obviously the set of fea-
sible solutions is empty for both competitors. Then again, there may exist multiple price

equilibria. The following theorem resolves this issue.

Theorem 2.3 (Cvoki¢, Kochetov, Plyasunov, Savié in [28]). In (|p)HCPuPW, for a given
leaders and follower s networks, there exists a unique finite Bertrand—Nash price equi-

librium.

Proof. The objective functions (concerning profit) for both competitors are separable by
O-D pairs. Taking into account that the networks are already given, we know which routes
are established. Thus, we can focus on a particular O—D pair in our analysis and neglect
the indexes entirely. Because each competitor can establish only one route per O-D pair,
the best response price constraints are reduced to (2.1).

The derived closed form expression for the best response in terms of margins for the

competitors are given as follows:

« the leader’s best response margin rp,(rp) = & (1 + Wy (Qe®771))

« the follower’s best response margin r¢(r) = & (1 + W (66571))
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—Oc . .. . . .
where () = z_@ci. The margins of best responses are bijective functions (continuous,

monotone increasing) from a domain of non—negative real numbers, to corresponding co—
domains, and vice versa for the inverses. We need to prove that the finite stable point, i.e.,
a Bertrand—Nash price equilibrium, always exists. In other words, we need to solve the

following equation

*

rr =ro(ry) =ro(re(ry)), (2.22)

which is reduced to the system

=W, (QeWo(%>> (2.23)
T g 1 (2.24)

Algebra can also be done for the other player, in the same fashion. The principal branch
of Lambert W function can be represented by an infinitely nested logarithm as Wy (z) =

In <W0x(x)>. Using this, we can transform Eq. (2.23) into W), (QeWO(%)> el = Qewo(%).

After multiplication of both sides by W ( %) and simplifying the equation, we obtain the

next system of equations with their corresponding constraints

Wy (Qe) = % AE>D0 (2.25)
£ =W, (%) (2.26)
e TEL s 2.27)

The first equation always has a solution on (0,00). What remains is to check if
the solution is feasible, 1.e., if r; > 0. The last two equations result in e” =

Qet N E>0 AN T> -1 = ¢£>W, (é) . Therefore, we need to prove
that W, (@ (40 < by
tion f(Q) = Wo ((Qe) ™) Wo (Qe"0(@97),

We observe that Qlim f(Q) = 0, which can be seen through the series expansion at
— 00

for all () > 0. To do that, we will analyze a func-

xr = oo. Next, W, (é) Wo (QeWO(Qle))2 = 0 is representing the first order condition
for f(Q), which does not have a solution on (0, c0). At the end, Qh_)I%l+ f(Q) = 2, because
Wo((Qe)™') — oo when @Q — 0+, and xlgrc}o xWy (2) = a for some real a, which can
again be seen from the series expansion at x = co. In our case a = % The plot of function

f(Q) is presented in Fig. 2.1. O

Remark 2.4. On a plot, the Bertrand—Nash price equilibrium can be represented as an

intersection of the best response curves, as on Fig. 2.2.

The search for the optimal leader’s solution can be based on finding the best feasible

follower’s hub and spoke topology for which the prices are computed by (2.28)—(2.29).
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Figure 2.1: The graph of the function f(Q) when Q € (0, 00). The limit of f(Q) when @ — 0+ is 1, and
the limit when Q — oo is 0.

20 Nash Equilibrium
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Follower
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Figure 2.2: The Bertrand—Nash price equilibrium for © = 3.35 and Q = 0.5, presented as the intersection
of best response curves: the leader’s (blue) and the follower’s (red). Doted line represents the follower’s
best response in the same coordinate system as the leader’s one (just for comparison).

Proposition 2.5 (Cvoki¢, Kochetov, Plyasunov, Savié in [28]). For a given leader s net-
work in (r|p)HCPuPW, the optimal follower s Bertrand—Nash equilibrium price 0 1 ON

a route i—k—Il—j can be computed by
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eTid.kl
Tkt = Wo (WO (€Ti.7',kl+®(cij,k’l_Cij,uv))> (2.28)
Tijhl + 1
()

where (u,v) is the pair of hubs connecting the route established by the leader for the O—-D

q;},kl = Cijkl T+ (2.29)

pair (i, j).
Proof. The statements follows from the proof of Theorem 2.3, when the networks are

fixed and equations are derived from the follower’s point of view. To obtain Eq. (2.28)

from Eq. (2.23) we exploit the identity ¢""o(®) = W O

Remark 2.6. Although presented from the follower’s viewpoint, the equilibrium price
equations (2.28)—(2.29) can be used to calculate the corresponding leader’s price, too.
Remark 2.7. The new Bertrand-Nash equilibrium follower’s pricing does not take into
account the leader’s price — only the route costs.

Remark 2.8. The logit model and possibly different route costs yield a Bertrand—Nash
price equilibrium that is not a perfect competition.

Remark 2.9. The proof of Theorem 2.3 proposes the starting point for the numerical com-

putation of the corresponding follower’s price

max {Wo (G*Q(Cij,uvfcz‘j,kz)*l) ’ % (1 + W, (69(Cz‘j,uuc@'j,kz)1))} ] (2.30)

Remark 2.10. The pair (0o, 00) is also an equilibrium, but not a feasible one.

Definition 2.3. The price war sequence {(t;,q;)}32, is composed from the ordered pairs

in which ¢, is some arbitrary finite leader’s price and
* q; = brp(t;) fori € NU {0}, i.e., ¢; is the follower’s best response to the leader’s
price t;;
« t; = brp(g;—1) fori € N, i.e., t; is the leader’s best response to the follower’s price
qi—1-
The corresponding sequences {t;}°, and {¢;}32, are called the leaders and follower’s

induced price war sequences, respectively. The starting price ¢ is called the (leader’s)

war starting price.

Corollary 2.11. 4 price war sequence can be (re)constructed from either the leader’s or

the follower s induced price war sequence.

Remark 2.12. We can easily take the follower’s viewpoint, i.e., we can construct the price
war sequence from his price, as the best response to the leader’s one. Of course, in this

case we should accordingly adjust the ordering and equalities in the previous definition.
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Definition 2.4. The pair of prices (¢, q) is attainable from the leader s price to € [0, 00) if
there exists a price war sequence {(t;, ¢;) }3°, with ¢, as the leader’s war starting price and
n € Nsuch that (¢, q) = (¢, g,). Otherwise, we say that this pair of prices is unattainable

(or not attainable) from the leader s price t.

Attainable means there is a finite sequence of price moves, starting from ¢, and ending

with ¢, for the leader, and ¢, for the follower.

Remark 2.13. If ¢ # brp(t) for a price pair (¢, ¢), then (¢, q) is not attainable from any

war starting price.

Definition 2.5. If a finite pair of prices (¢, ¢) satisfies that ¢ = brg(t), than we say it is

incidentally attainable from the leaders price t and t is an incidental leader s war price
Jor (t,q).

Remark 2.14. For the sake of clarity, it is worth to mention that in the paper of Nunes and
Boatwright [101], published in Journal of Marketing Research—an economics journal, the
incidental prices are prices advertised, offered, or paid for unrelated products or goods that
neither sellers nor buyers regard as relevant to the price of an item that they are engaged
in selling or buying.

Remark 2.15. If (t*, ¢*) is a Bertrand—Nash price equilibrium, then the leader’s equilib-

rium price t* is incidental.
We can immediately conclude the following.

Corollary 2.16. In (r|p)HCPuPW, the Bertrand—Nash price equilibrium (00, 00) is

unattainable from any leader s war starting price.

Similarly to Corollary 2.16, even the finite Bertrand—Nash price equilibrium is not

attainable from any non—incidental leader’s war starting price.

Theorem 2.17. In (r|p)HCPuPW, for a particular O—D pair; the finite Bertrand—Nash
price equilibrium (t*, q*), is not attainable from any non—incidental leader s war starting

price.

Proof. 1f we assume the opposite, then we have a finite sequence of ordered pairs—a
price war subsequence (to, qo), (t1,q1), - - -, (tn, qn), for some n € N, where (t,,q,) =
(t*,q"), i.e, (tn, qs) is a finite Bertrand—Nash price equilibrium. W.l.o.g. we can focus
our attention to the last two pairs (¢,_1, ¢,—1) and (¢, ¢,,), for which ¢,,_; # t*. We know

that brp,(g,—1) = t*. Two cases are possible:
(1) gn-1 = q%
2) g1 # "
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Regarding the first case, we have that ¢* = brg(t,_1) and ¢* = brp(t*), which implies
that brg(t,_1) = brp(t*). From Eq. (2.1), we know that the best response is a bijective
function. Therefore, ¢,,_; = t*, which is a contradiction.

The second case can be reduced to the first one. From the last two pairs, taking
into account that the Bertrand—Nash price equilibrium is a fixed point and applying Re-
mark (2.12), we can construct the price war sequence taking the follower’s viewpoint:
(Gn_1,t"), (¢*,t*). Following the same reasoning as in the previous case, we obtain that

Gn—1 = ¢* which contradicts the second case premise. 0

Not being attainable does not mean it can not be a limit of some price war sequence.
However, the finite Bertrand—Nash price equilibrium is feasible and it can be computa-
tionally approximated quite well (e.g., by Halley’s method). Moreover, we will soon see
that it is a limit of every price war sequence. But before proving this, we will present one

small suitable lemma.

w (e(-)r—l
Wo | Qe 0 @

)1
Lemma 2.18. For function f(r) = ) , when Q > 0 and © > 0, there

exists 7 > 0 such that f(r) is a contraction on a closed bounded interval r € |0, 7).

S}

Proof. Function f is differentiable and monotone increasing on [0, co). Its second deriva-
tive 1s
e—zwo(e®“1/@)+29r—2
2
eOr—1 eOr— 3
@ (o (552) +1) (Wo (M= 11Q) + 1)

—Wo(e@rfl/Q>+9r—1

oW, (eWO(e@’"‘l/@Q) 2.31)

e
Q (Wo (e@g;) + 1>3 (Wo (eWole®H/@Q) + 1)

It is easy to see from this expression that f is convex (concave up) on [0, co)—the ex-

+

pression (2.31) is always strictly positive. We already know that f(r) = r has a unique
solution on [0, c0) (the proof of Theorem 2.3), which we will denote as 7*. A simple
illustrative plot of this intersection is given in Fig. 2.3.

These observations tell us that | f'(x)|< 1. We can apply the Mean Value Theorem on
f over [0, 7], if 7 is large enough so that { f(r) : r € [0,7]} C [0, 7]. It is easy to see that
such 7 always exists. Particularly, it would be enough for 7 to take values greater or equal
to r*. From here we see that our f is Lipschitz with a constant L. < 1. In other words, it

is a contraction on a large enough closed bounded interval [0, 7]. [
We can now prove a statement about the limit of price war sequence in (7|p)HCPuPW.

Theorem 2.19. In (r|p)HCPuPW, for a particular O-D pair, the corresponding finite

Bertrand—Nash price equilibrium is a limit of every price war sequence.
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Figure 2.3: The function f(r) from Lemma 2.18 (blue) and identity map (orange), when © = 7and @ = 0.9.
A point (r*, r*) denotes the intersection.

Proof. Take t, to be a leader’s war starting price. In a way, we want to examine the
relationship between ¢; and the next leader’s price ¢, 1, which should be the best response
to the follower’s price ¢;—the best response to ¢; (for : € N). Because the corresponding

margins preserve relationships (costs are the same), from Eq. (2.22) we have that

Or;—1
- (Qem(Q)) o
Tig1 = 5 , (2.32)

where r; and r;  ; are margins corresponding to ¢; and ¢, 1, respectively. Here, () is defined
in the same way as in Theorem 2.3. Lemma 2.18 and its proof say that the right hand side of
Eq. (2.32) is a contraction on [0, 7|, when 7 = max{ro, r} } and 7} represents the leader’s
margin in the finite Bertrand—Nash price equilibrium. Now, the statement directly follows

from the application of Banach—Caccioppoli fixed point theorem and Corollary 2.11. [

As a consequence of this theorem, we have the following corollary concerning (0o, 00)

case€.

Corollary 2.20. In (r|p)HCPuPW, for some particular O-D pair, (00, 00) is not a limit

of any price war sequence.

2.3 Existence of Stackelberg Equilibria

Using the Theorem 2.3, we obtain the following result about the existence of Stackelberg

equilibrium.

Theorem 2.21 (Cvokié, Kochetov, Plyasunov, Savié in [28]). 4 safe Stackelberg equilib-
rium exists for (r|p)HCPuPW.
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Proof. The number of possible hub and spoke networks for both players in the market is
finite. For each pair of networks, there exists a unique finite Bertrand—Nash price equi-
librium. Therefore, (7|p) HCPuPW has a finite/feasible optimal solution. When it comes
to the pessimistic leader’s expectations about the follower’s behavior, we can apply the

same reasoning. [

Remark 2.22. Having multiple (safe) Stackelberg equilibria is possible and it does not
make the problem ill-posed.

Corollary 2.23. The unsafe Stackelberg equilibrium exists for (r|p)HCPuPW.

Taking into account these results and how demand is dispersed according to the logit

model, we have the following corollary.
Corollary 2.24. For all r > 0, the entry deterrence is not possible in (r|p)HCPuPW.

However, this observation suggest that the deterring of follower can be addressed in a
more sophisticated manner. For example, in the (r|p)HCPuPW setting, the entry deter-
rence is, in its nature, close to the minimization of follower’s profit. This is also interest-
ing from the naming viewpoint, taking into account our observation from the beginning
of chapter.

Additionally, we can provide two more observations.
Theorem 2.25. In (r|p)HCPuP, when © — 0, the profits of both competitors tend to cc.

Proof. From Eq. (2.29) we immediately see that ¢, ,, — oo and ¢, — oo (for all
1,7, k,l € N). Taking into account constraints (2.6) and (2.14) the limit of market share

term in the leader’s function is

—etr;
Pijkl€ K

otr. *
v Zu,veN gijﬂwe

lim
O=03 " ven Pijuve
Pij kl
*
Zu,vEN Pijuv + Z’LL,UEN i7,uv
_ Pijkl
2

_@q

*
15, UV

If the route p;; 1; is established, the corresponding market share converges to % The
similar observation holds for the follower. We know that for every O—D pair at least one

route must be established. Therefore, the statement follows directly. [

The next proposition addresses the effect of © values from the opposite end of its

domain.

Theorem 2.26. In (r|p)HCPuP, when © — oo, the profits of both competitors converge

to zero.
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Proof. From Eq. (2.29) we immediately see that ¢}, ,, — ¢ r and g, — ¢ij . (for all
i,7,k,l € N). Now, there are two cases: (1) one competitor has established the route of
lower cost and (2) routes of both competitors have the same cost.

In the first case, w.l.0.g., we can assume that the leader has established a lower—cost

route. The limit of the corresponding market share term is

—Otr.
Pij i€ 0k
Ot*. * -
v A Zu,vEN gij,u’ve

i 1
= l1im
©—00 1 + ZU,UEN iy 67®(Cij'uvicij’kl)

17, Uv

lim

©—00 ZumeN pijﬂwe

*
17,uv

=1 (because c;juy > ¢ijp When ¢, = 1)

When it comes to the second case, taking into account constraints (2.6) and (2.14) it is
easy to see that the limit of market share term for both players is equal to % From here,

the statement follows directly in both cases. 0

Remark 2.27. These two propositions indicate that, in general, the effect of © onto the

profit should roughly follow the inverse function.

2.4 Computational Complexity

In this section, we address some questions about the computational complexity of the
leader’s and follower’s problems. We prove that the follower’s problem is NP-hard by
showing a polynomial reduction from the well known NP—complete decision problem for

the r—clique to the standard decision problem of (r|H,)HMPuPW.

Problem 2.1 (The decision problem for the r-clique [88, 51]). Given an undirected graph
G = (N, E) and an integer r, determine if G has an r—clique, i.e., that there exists a set of
nodes K with | K'|> r such that for each pair of nodes in K there is an edge in £ between

them.

Theorem 2.28 (Cvoki¢, Kochetov, Plyasunov, and Savié in [28]). The following problems
are all NP-hard:

(1) the (r|H,)HMPuPW.
(2) the auxiliary problem in (r|p) HCPuPW.
(3) the follower's problem in (r|p)HCPuPW.

Proof. (1) The bi—criteria formulation of the follower requires solving the corresponding

(r|H,) HMPuPW. The values of variables ¢;; 1 (Vi, 7, k,l € N) can be precomputed, i.e.,
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we can consider them as constants. From the constraint sets (2.12)—(2.14) we know that
only one route can be established per O-D pair. If ¢;;,; = 1, for some £, € N, then for
all other £',1" € N A (K',l") # (k,[) we have that ¢ = 0, and vice versa. This means
thatinstead of >, . Sijuve” 2%iiuv we can write just e~ 4w in the denominator, which

leads to the following reformulation of the first objective:

max Z wz‘jQz‘j,lez‘j,kl- (2.33)

,7,k,lEN

e~ ©%j,kl
2osteN Pijﬁstefet”’“” +e Otig kL
said, if we show a polynomial reduction from the r-clique decision problem to the standard

decision problem of (r|H,) HMPuPW, then the follower’s problem is NP—hard.

where ;i is computed as (g;; i — Cijr) As we have already

Consider an r—clique instance G = (N, E), where N is the set of nodes and F is the
set of edges. We can construct a (digraph) network G’ = (N’, A’) where N’ = N and
(i,j) € A’ C N?if{i,j} € E. Note that for (r|H,) HMPuPW, the opponent’s network
does not need to satisfy the constraints (2.4)—(2.7), nor the route costs have to be computed
in the same way. It just needs to be a valid hub and spoke network with non—negative finite
values for the route costs.

Now, assume that in the opponent’s network all established routes are spokes i:—i1—7—7,

for all available O-D pairs (i,5) € A’. Furthermore, take that © > 0, « = 1, and

20
147

If the r-clique exists, then there is a network (v, ) in which the hub backbone corre-

wij = (Vi,j € N), where T is the solution of equation 7 = Wy (e"0(¢")),

sponds to this r—clique. For each inter—hub spoke, both competitors have the same route

L7 and equal market share.

o
Therefore, the profit obtained just on the hub backbone is greater than @

costs, which implies the same equilibrium prices with margin

On the other hand, the solution existence itself implies the existence of r-clique, be-
cause of constraint (2.15). If the solution with objective value greater then or equal to

-1 .
% does not exists, then we have two cases:

- the objective value of every feasible solution is strictly less than @

- the set of feasible solutions is empty.

In the first case, we easily reach the contradiction. In the second case, we infer that there
is no r—clique.
Similarly we analyze the situation when o € [0, 1). We need to assume that the oppo-

nent’s route costs are all discounted.

(2) We can easily see that almost the same approach can be used to prove that

the auxiliary subproblem is also NP-hard. The proof follows basically the same
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scheme as the proof of previous theorem, except that @ is computed as (£, —

—Ot, .
pij e Dk

Cijkl) —or 5
,L]’kl Zu veN Pijuv€ @t”’uv_"_e @qzj,u'u

(3) From (1) and (2) we have that (3) follows directly. [

Although, the follower’s problem is NP-hard, the corresponding allocation problem is

easier to solve.

Theorem 2.29 (Cvokié, Kochetov, Plyasunov, and Savi¢ in [28]). In (r|p)HCPuP, the
linear relaxation of the corresponding allocation problem for the follower has an integer

solution.

Proof. Regarding the follower’s first objective, for an O-D pair (i, j) € N2, the highest
coefficient of variable ;; 1; (calculated form (2.33)) determines the optimal route. More-
over, a linear relaxation where ¢;; ;; € [0, 1] must have an integer optimal solution. If we
assume that the fractional optimal solution exists for the linear relaxation, we can easily
see that the corresponding first objective function (2.33) will have a linear deviation.
Regarding the second follower’s objective, we know that solution should always be
from the set of optimal solutions concerning the first objective. Observe that the higher
values of e~ ®%iw (y, v € N) (i.e. the lower values of ¢;;.,) are more preferable, for a
given O-D pair (i, j) € N2 If we assume that the fractional optimal solution exists for
this linear relaxation, we can easily see that the corresponding second objective function

will have a linear deviation. [
From the proof of this statement, the following two corollaries follow.

Corollary 2.30. The allocation problem of (r|H,)HMPuPW is polynomially solvable.

Corollary 2.31. The allocation problem of auxiliary problem is polynomially solvable.

Because finding the optimal solution for the leader requires solving the follower’s NP—
hard problem, we could assess that the leader’s problem is NP—hard. The proof of a state-
ment about the leader’s computational complexity is based on the vertex cover decision

problem.

Problem 2.2 (The decision problem for the vertex cover [88, 51]). Given an undirected
graph G = (N, E) and an integer p, determine if G has a vertex cover, i.e., if there is a set

of vertices C' with |C'|< p such that for each edge {i,j} € F, eitheri or j isin C.

Theorem 2.32 (Cvokié¢, Kochetov, Plyasunov, and Savi¢ in [28]). The (r|p)HCPuPW is
NP—-hard.
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Proof. Given an instance of vertex cover problem on an undirected graph G = (N, E),
we can construct a digraph G’ = (N’, A’) where N = N and A’ = N’ x N'. Let

= 1, if{i,j} €FE 2.34)

0, otherwise.

We need to show that there exists a vertex cover C' with |C|< p if and only if exists the
set of p nodes H,, in G', such that the follower’s network will coincide with the leader’s
one on edges (i, j), for which w;; = 1. We know from the expression (2.1) what are
the margins for both competitors, if their corresponding profits are equal. Therefore, we
are able to know exactly the leader’s profit, from which we can derive the corresponding
standard decision problem.

(—) Assume that the vertex cover problem has a solution C' C N and |C|< p. We can
let H, O C and observe that if © € H, or j € H, then the unit flow w;; may get value
1, depending on their corresponding memberships to £. In all other cases, w;; is always
equal to 0. In other words, the pricing can be important only for those O-D pairs (i, j)
that have at least ¢ or j in H,. The leader and follower could only compete for the profit
on those routes in which each flow is routed via one (single) spoke with at least one end
in C' (a subset of H,). In this situation, the follower can not choose strictly better routes
for O—D pairs than those the leader is already using.

(<) Suppose that H, C N’(= N) is such that the best follower’s response is to copy
the leader’s solution on all O-D pairs for which w;; = 1 and » > p. If H, does not
contain as a subset the vertex cover of GG, then there exists an edge {i,j} € Eandi ¢ H,
and j ¢ H, (otherwise H, would be a vertex cover). Then, on that particular O-D pair
(1,7), the follower can profit more than the leader, if his hub backbone includes ¢ or j.
In this situation, the follower is offering a non—stop (direct) route to the customers, while
the leader has to route the flow through the intermediate hubs. However, this scenario
contradicts the assumption that the follower is using the same solution as the leader, as his
best one.

Hence, we can conclude that the standard decision problem for the leader is polynomi-

ally equivalent to the vertex cover decision problem. [

2.5 Optimal Routes

The function (2.2) describes the best response pricing. Knowing that for every O-D pair

each competitor proposes only one price, we realize that (2.2) can be reduced to

1 6_®Cij,kl_1
ANijkt(N; €, p,,6) = Sijim (Cz‘j,kl to (1 + W (—)>) : (2.35)

e*®ti]’,uv
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taking that the opponent has established a route :—u—v—j with its corresponding price
tijuv- Under the assumption that the opponent’s price is fixed, we can address the par-
ticular income on a given O-D pair as a function of corresponding cost c and derive the

following global optimization problem

“e(erd(1o(eoe0 )

1 —O(c—t)—1 €
I?Zag( ) (1 * WO(e )) e—Ot e_@<6+$(H—Wo(e—@(c—t)—l))) . (2.36)
Using the identity ") = - this problem can be reduced to
max S TWo(e o) (2.37)
CZO @ 0 . .

The corresponding first-order condition is W (e =®“~9~1) = 0 and the solution of this
equation does not exist on R. Therefore, no stationary point exists. The objective function
in (2.37) is monotone decreasing on R, , and from this we infer that the lower—cost is more
preferred in (2.37). This observation gives us an indication that the lower—cost routes
could be better under the Bertrand—Nash price equilibrium.

Because the equilibrium price equations hold for both players, in the following state-
ments we will denote the one considering different route costs — as a competitor and the

one which route cost is fixed — as an opponent.

Theorem 2.33. For every O-D pair (i,7) € N2, fixed set of hubs H and fixed opponent s
route cost, a lower—cost route yields a higher equilibrium price margin, compared to the

corresponding one of higher—cost route.

Proof. W.l.o.g., we can drop the O-D indexes and just focus on the hubs. If ¢y < cyy,

then we have that

eTTOls ) < eTHOleh ) e (2.38)
Wo(emtOest—eun)) < W (e7TOCm—cw) e (2.39)

e’ e’ .
W0(6T+G(Cst—01tv)) = Wo(eT—l—@(cm—cW))’ 1€ (2.40)
W, c W, c 2.41
0 Wo(eT"F@(Cst_Cuv)) = 0 WO(€T+9(Ckl_Cuv)) ’ ( ’ )

Regrading the Eq. (2.28), the intersection of a linear function with the left-hand side of
inequality (2.41) must be higher than the intersection with the right-hand side. Therefore,

it is easy to infer from (2.29) that a higher—margin corresponds to a lower—cost route. [

Of course, we can not claim that the profit is higher because of this. The lower—cost
route could yield a lower price, regardless of a little bit higher margin. This phenomenon,

a counter—intuitive at first sight, is depicted in the following example.
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Example 2.1. Consider a setting in which © = 1 and the competitors share the same
route with transportation cost ¢ = 1. The Bertrand-Nash price equilibrium equations
(2.28)—(2.29) indicate that for both of them the margin is equal to 2.

Now, assume that a follower can use a route that is half the cost. Incidentally, we can
see that in this case, the leader’s and follower’s equilibrium prices are going to be 1.59
and 1.92, respectively. In other words, the follower’s margin is higher than the leader’s

one, but the relation is opposite for the corresponding prices. A

Theorem 2.34. For every O-D pair (i, j) € N?, fixed set of hubs H and fixed opponents
route cost, a competitor s lower—cost route yields a lower equilibrium price, compared to

the corresponding one of higher—cost.

Proof. We will ignore route indexes in the interest of clarity. Denote the opponent’s route
cost as ¢. The theorem implies that for two routes with costs ¢; and ¢y, when ¢; < ¢, the

following inequality holds

1 1
D <o 2 (2.42)
e
when 77 and 7, are computed as

e
T = WO (WO(GTI"F@(CI—C))) s (243)

em?
To = WO (WO<672+9(CZC))) . (244)

The inequality (2.42) is equivalent to
@(CQ — Cl) 2 T1 — T2. (245)
The Eq. (2.43) can be rewritten as

e’
T = WO (WO (67'1—@(62—61)—@((_:—02))) . (246)

Again, for the sake of clarity, we can substitute ©(¢ — ¢3) and O(c2 — ¢;) with a and b,

respectively, to obtain the following simpler expressions for (2.43) and (2.44):

e
™ = WO <W> s (247)
W i 2.48
w =¥ (i) =
Also, the inequality (2.45) becomes
b+ 1 > 1. (2.49)

The following two equations immediately follow from Eq. (2.47)—(2.48) and identity
Wo(l') =In (#@))
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Wy (en ™) —1 =0, (2.50)
W (€?7%) —1=0. (2.51)

We can take the left hand side of (2.51) to be a function and translate it to the right for

vector (b, 0). This operation will yield a new function
Too(7) = (1 = D)W, (e~ (™) — 1. (2.52)
Obviously, for every 7 € R we have that
(1= b)Wo (7)) — 1 < 7 (e (H0)) — 1, (2.53)

where right hand side of (2.53) is practically the left hand side of (2.50). Therefore, the
zero of T, is larger than the solution of Eq. (2.50). From here we conclude that the
inequality (2.49) holds. [

Now, we need to prove that the lowest—cost route generates the highest profit. We
remind the reader that a profit is affected by a margin and a market share combined. Fur-
thermore, both of them depend on the equilibrium prices, which are affected by route

costs, as it was described in Theorems 2.33 and 2.34.

Theorem 2.35. For every O-D pair (i,j) € N2, fixed set of hubs H, and fixed opponent s

route cost, the lowest—cost route is the optimal one.

Proof. As it was done in the proof of previous two theorems, we ignore the route indexes
in the interest of clarity. Denote the opponent’s route cost as ¢. The theorem implies that
by lowering the route cost c, i.e., by increasing a difference ¢ — ¢, the corresponding profit
computed as
0Ot

(t— C)m (2.54)
will increase, too. Here, ¢ and ¢ are the equilibrium prices corresponding to the route costs
c and ¢, respectively.

From the opponent’s viewpoint, the equivalent form of Eq. (2.28) is
Wy (779 9) —1=0. (2.55)

Increasing ¢ — ¢, i.e., decreasing c, leads to the increased value of Lambert W function
term. Therefore, the solution of Eq. (2.55) decreases. In other words, we have that the
lower—cost route yields a lower opponent’s equilibrium price, too.

For equilibrium prices ¢ and ¢ we have the following two respective forms of Eq.
(2.28): TWO( T-8(e- C)) 1 = 0and T, ( T+6(e- C)) — 1 = 0. Subtracting these two
equations we obtain

W ( T—O(e— c) — W, (€%+®(a—c)) (2.56)
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This ratio of 7 and 7 can be evaluated from the last equation as

W (6f+@(a—c))
- _ (2.57)
WO (GT—G(C—C))

SN

—Oz

Increasing ¢ — c leads to the increased ratio of Z. Because e is monotone, we have that

z:—@; increases, as denominator decreases faster than numerator. In other words, increasing
¢ — ¢, i.e., taking lower—cost routes, leads not only to a larger margin (as the Theorem 2.33
states), but it also leads to a (slightly) larger market share. Therefore, taking into account

Eq. (2.54) the theorem holds. ]

On Fig. 2.4 we can see an illustration of both price and profit deviations when route
cost ¢ changes its value, in a setting where ¢ = 3 and © = 3. At point ¢ = 0, i.e., when
¢ — ¢ = 3, the corresponding profit deviations are maximal. However, taking the route
cost ¢ closer to ¢ (which always remains the same), leads to a situation in which prices and
profits are equal. Furthermore, we can see that decrease in the route cost ¢ yields lower
prices for the opponent, as well as for the competitor. This mechanism does not work for

the profits. The competitor’s profit increases, while the opponent’s one decreases.

2.5

Profit

00 05 10 15 20 25 30 00 05 10 15 20 25 30

(a) (b)

Figure 2.4: Curves of (a) price deviations and (b) profit deviations. The blue (ordinary) and orange (dotted)
lines correspond to the competitor and opponent, respectively.

Remark 2.36. The proof of Theorem 2.35 does not depend substantially on Theorem 2.34.

Remark 2.37. The statements of Theorems 2.33, 2.34, and 2.35 do not assume the role of

competitors, because they arise from the equilibrium equations.

From these three theorems, we immediately infer the following two corollaries.

Corollary 2.38. If both competitors in (r|p) HCPuPW have their corresponding hub back-
bones fixed, then the sum of (2.3) and (2.10) is a constant.

In other words, an allocation problem derived from (r|p)HCPuPW when hub back-
bones are fixed, does not require AM, i.e., a bi—objective formulation of the follower’s

model.
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Corollary 2.39. In (r|p)HCPuPW, the AM solution will not affect the leaders profit
if its hub backbone is the same as the one obtained by solving the corresponding

(r|H,)HMPuPW.

2.6 Reformulation of Follower’s Model

Having an integer linear programming formulation of the problem allows us to use state-
of-the-art solvers. In the following subsection, we show how to reformulate our model
for (r|H,) HMPuPW. Subsequently, we also show how to reformulate AM as an integer

linear program.

2.6.1 Linear Reformulation of Model for (r|H,) HMPuPW

The entries of (ordered) equilibrium price pairs (¢;; 40, ¢ijr) (forall i, j,u, v, k, 1 € N)
can be computed in the preprocessing phase using Eq. (2.28)—(2.29). For every pair we
can define a function a;; k1 : {1,2} — {tijuw, Gjk} as
Lijuw, =1
il (T) = (2.58)
Qijel, T =2.
These functions make a foundation for new functions 75 ,,, : N 2 — R which serve to

extract the first entry from the equilibrium price pair
ﬂjﬂw(k‘, l) = aij,uv,kl(l)‘ (259)
Similarly, we can introduce functions Q;; . : N 2 5 R, defined as

Qij,kl(ua U) = aij,uv,kl(2)> (2.60)

to extract the second entry from the equilibrium price pairs. In other words, during
the preprocessing phase, we evaluate function values 7}, ., (k, ) and Q;; i (u,v) for all
1, J,u,v, k1 € N.

Recall that the leader’s network is fixed when we are solving the follower’s problem.
From (2.6) we realize that the numerator in the follower’s first objective can be multiplied
by Zwe ~ Pij.uv> Without affecting its value. Therefore, in the numerator we can write

Z PijanWij (Quga (w, 0) — Cijipt) Gijpe OQiwtw:v), (2.61)
uveN

If ¢;; 11 = 1 for the particular k,! € N, then for all other £',I' € N A (K',I") # (k,)
constraint (2.14) stipulates that ¢;; v = 0. Therefore, instead of Zwe . gij,me_eqim“,
we can just write e~ ©%i.# in the denominator.

Theorem 2.29 states that the linear relaxation of corresponding allocation problem for

the follower has an integer solution, i.e., we can relax the route variables g;; x; (for all
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i,j,k,l € N). Therefore, we have a new way to formulate the model for (| H,) HMPuPW

as
> wwen Pian (Qijri(t, v) — ¢ ) e~ O@iamle)
max | ‘%;N ij S N Piju (efemj,w(k,l) + e—eQij,kz(u,v)) Sig,kl (2.62)
1,7,K, u,v )
s.t. (2.12)—~2.15), (2.63)
yr €{0,1},  Vk €N, (2.64)
Sijr €10,1], Vi, j, k1€ N. (2.65)

This formulation has | N | integer and | N|* continuous variables, compared to | N |*+| V|
and 2| N |* in the original version. The number of constraints is 2| N |3+|N|?+1, compared
to 2| N|*-+2|N|*+|N|*+1. Interestingly, the reformulation gives us a model with reduced

number of variables and constraints.

Remark 2.40. For this problem, one needs to pay special attention to the preprocessing.
In case of one level problems, this issue is rarely addressed, if ever. The preprocessing
phase for the lower—level model is considered being part of the algorithm that solves the
upper—level one. In our case, the preprocessing consists of computing the Bertrand—Nash

price equilibrium for every pair of routes, which has a computational complexity O(|N|°).

2.6.2 Linear Reformulation of AM

The AM is a non—linear fractional mathematical program. Concerning the leader’s routes

we have two cases:

(1) pijx = 1, and we can write e~©%i.x instead of ZMGN Pijuwe” Ot in the denom-

inator;
(2) pij = 0, 1.e., it does not matter what is in the denominator.

Therefore, we should focus only on the first case. The denominator can look as
e Ohakl 4 Y ° 7O, (2.66)
uweN
Constraint (2.14) allows us to multiply the left—term with Zu’v N Sijuv- For a given O-D
pair (i, j) we are searching for an adequate follower’s route through hubs u and v, when
the leader’s route i—k—[—J is fixed. Using the extraction functions from the previous
subsection, we can write the last expression as

Z Sijaw (G*G)Tij,kl(uv'u) + ef@Qij,uv(kJ)) ) (2.67)

u,vEN
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Also, because of (2.14) we can multiply the whole fraction with >\ Gj., to obtain

u,ve

the following equivalent expression for the objective

—OT;5 1 (u,v)

max 3 SijuoWij (Tijpa (U, v) — cijm) pijme

- - - (2.68)
ij, k€N uveN >om neN Sijmn ( ~OTwimn) 4 e_eQ”’"m(k’l))

The same analysis for the leader’s routes can be applied to those of the follower. Therefore,
we can substitute the objective (2.11) with the following linear one

—OT;j k1 (u,0)

max Z Z Si, uvww Z] kl (U U) — Gy, kl) Pij ki€

FIEN v e~ OTij k1 (u0) | 6=OQijuv (k) (2.69)
4,7,k l€N u,ve

The Corollary 2.39 states that we are not interested in follower’s networks that share the
same hub backbone. Following this theoretical observation, we introduce another linear
constraint, as a valid inequality, in order to differentiate obtained solutions from those that
share the same hub backbone with (r|H,)HMPuPW

Z Yy <1 — 1. (2.70)

keN

Here, y;; represent the optimal hub backbone from the previously solved (r|H,) HMPuPW.

Finally, we provide an integer linear programming formulation of AM:

—OT5; k1 (u,v)

Z Z Sig, uvwm ’Lj kl (u U) — Cij, kl) Pij k1€

e—0Tij,k1(u,) + e—0Qij,uv(k, 1)) (2.71)

4,7,k,leEN u,veEN

s.t. (2.12)=(2.15), (2.70),

> > wwen Pian (Qijri (U, v) — i ) e~ O@uaml)

s Gn > FL @7
/ Zu,vEN pij,uv (67@Ti]}uv(kvl) + eieQijqkl(u’v)) Jkt (

i,7,k,leN
e € {0,1}, Vke N, 2.73)
Sijkt € [07 1]a Vi,j, kal € N, (274)

where F™* represents the optimal value of the prior (| H,) HMPuPW.

This reformulation of AM has |N| integer and |N|* continuous variables, compared
to |[N|*+|N| integer and 2| N |* continuous ones in the original formulation. The number
of constraints is 2| N|3+|N|?+3, while the original program has 2| N|*-+2|N|3+|N|*+1
of them. Interestingly, the new linear formulation of AM is much more compact than the
original one. The preprocessing is not needed, because the equilibrium price pairs are the
same as those for the (r|H, HMPuPW.
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Chapter 3

Solution Approach

If you do not have someone to ask, and you do not know
what to do, ask a little child and it will give you an an-

swer.

Old Serbian proverb

Previously, we have introduced some relevant properties of (r|p)HCPuPW. In this chap-
ter, we describe how this problem can be solved. The goal of solution approach is to find
the optimal or near—optimal solution of high quality, hopefully without an unwanted high
computational effort. For an optimization problem, a near—optimal solution is a feasible
one with an objective function value within a specified range from the (usually unknown)
optimal objective function value [100]. The computational effort for optimization prob-
lems can be measured as the computational time and space consumed during the execution
of solution approach. According to one classification, the solution approaches can be dis-

tinguished between two different types:
+ general methods;
* specific problem class methods.

The first type can be divided into local and global optimization methods. Except for
specific problems, the local optimization methods only provide locally optimal results.
However, their computational cost is usually much lower than those of global ones.

On the other hand, solution approaches can also be classified into:
* exact methods — finding the optimal solution is guaranteed;

* approximation methods — sub—optimal algorithms with provable guarantees about

the quality of their output solution;

* heuristics — a guarantee of any kind is not implied, but executions on a valid sample

of test instances show that high—quality solutions can be easily found.
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Usually, an exact optimization method is the solution approach of choice if it can solve
an optimization problem with an effort that grows polynomially with the problem size. As
we saw in Chapter 2, the linear relaxation of follower’s problem, and the corresponding
allocation problems belong to the class P. The situation is different if a problem is N P—
hard, as the decision about the number of alternatives is highly combinatorial. In those
cases, even instances of medium size could be intractable. Moreover, even the approxi-
mation methods may not suffice for practical applications.

These issues are usually resolved by using heuristics as they often show excellent per-
formance for many N P-hard problems of practical relevance. In particular, there is a
trade—off between a guarantee for the solution quality and a computational effort. Roughly
speaking, heuristics can be distinguished as the problem—specific heuristics, metaheuris-
tics, and matheuristics.

The problem—specific heuristics should be based on a robust underlying theory: they
are either derived in a top—down manner from the theory about the problem model or
based on experimental and real-world instances. Others are just so—called rules of thumb
based on a real-world observation or experience, sometimes without even a glimpse of
theory. The later are therefore exposed to a more significant number of pitfalls.

A metaheuristic is a heuristic framework designed to find, generate, or select a partial
search algorithm to find sufficiently good solutions to an optimization problem. They are
convenient when the information is imperfect, incomplete, or with limited computational
capacities. It samples a too large solution set and may make few assumptions about the
optimization problem being solved. These properties make them usable for a variety of
problems, hence the origin of name. Here we present a small list of some well-known

metaheuristic approaches for combinatorial optimization problems:
* simulated annealing;
* tabu search;
+ greedy randomized search procedure;
» variable neighborhood search;
* evolutionary algorithms;
* particle swarm optimization;
» artificial immune systems.

Matheuristics are solution approaches for the optimization problem created by the
inter—operation of metaheuristics and mathematical programming techniques. Some fea-

tures are derived or proved from the corresponding mathematical model of the optimiza-
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tion problem, which are then utilized in the part of (meta)heuristic algorithm for the
exploitation. Occasionally, in the literature, they are called a model-based heuristics.
One should be aware that the use of mathematical programming techniques as heuris-
tics to solve optimization problems, is much older and much more widespread than the
matheuristics. However, this is not the case with metaheuristics. Even the very idea of
designing mathematical programming methods specifically for a heuristic solution has
innovative traits. This viewpoint is different from the one when enough computational
resources are not available and thus exact methods turn into approximation methods or
heuristics. The merging of mathematical programming techniques and metaheuristics can

go two—ways:
(1) mathematical programming is used to improve or design metaheuristics;
(2) metaheuristics are used to improve known mathematical programming techniques.

The first of these two directions is more studied in the literature. On the other hand, the
second direction is widely used in commercial solvers for the exact solving of optimization
problems.

In the following section of this chapter, we present the Gurobi Optimizer, a current
state-of-the-art commercial solver for finding the optimal solution of (integer) linear pro-
grams, and how it can be used to find optimal solutions of follower’s problem. Afterward,
for the leader, an alternating heuristic and variable neighborhood search are presented as

matheuristic solution approaches for the leader’s problem.

3.1 Exact Solver for Follower’s Model

Designing an efficient branch-and-cut algorithm to solve mixed—integer linear program
from scratch is far beyond the scope of this dissertation. Following the latest develop-
ment in this area, one can be quite content with using a commercial optimization solver
for making choices regarding preprocessing, choosing branching variables, and whether
to branch or cut at a current subproblem. Therefore, the follower’s model or the corre-
sponding derived models will be solved by an exact solver.

Gurobi Optimizer [56], the product of Gurobi Optimization, LLC, is a state-of-
the-art commercial optimization solver intended to solve linear programs, quadratic
programs, quadratically constrained programs, mixed—integer linear programs, mixed—
integer quadratic programs, and mixed—integer quadratically constrained program. The
company was founded in 2008 and named according to the surnames of its founders [57]:
Zonghao Gu, Edward Rothberg, and Robert Bixby. Bixby was also the founder of CPLEX

(commercial optimization solver of IBM corp.) [58], while Rothberg and Gu were leading
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its development for almost a decade [59, 60]. According to [56], the Gurobi Optimizer

supports a variety of programming and modeling languages including:
* object—oriented interfaces for C++, Java, .NET, and Python;
» matrix—oriented interfaces for C, MATLAB, and R;
* links to standard modeling languages: AIMMS, AMPL, GAMS, and MPL;
* links to Excel through their Analytic Solver and Solver SDK products.

The Gurobi Optimizer also includes several features to support the building of optimiza-

tion models including:
» flexible prioritization for multi-objective models;

« general constraints such as MIN/MAX, ABS, AND/OR, and indicator constraints

which help us to avoid turning commonly occurring constraints in linear equivalents;

» models with convex, piecewise—linear objective functions, to capture certain non—

linear problems;

« arbitrary piecewise—linear objective functions, to make it easier to express this com-

mon modeling feature;
» distributed tuning, to speed up the exploration of parameter settings;
* cloud deployment and client—server computing.

The solver uses sophisticated branch-and-cut framework with presolve procedures,
cutting planes, heuristics, and parallelism. In addition to this, it includes a long list of
additional techniques. Some of them are a sophisticated branch variable selection, node
presolve, symmetry detection, and disjoint subtree detection.

The process of development and deployment of optimization problems using Python
API is vastly simplified using an Anaconda data science platform [3]. This non—
commercial software can combine the Gurobi Optimizer with Python, Spyder Integrated
Development Environment, and JupyterLab notebook interface. Gurobi Optimization,
LLC, allows a full-featured university version of Gurobi Optimizer that can be installed
on a single physical machine. This version has no limits on model size, and it is oriented
explicitly for use by students, faculty, and staff at a recognized degree—granting academic
institutions. The license must be activated while connected through the university net-

work.
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In the following codes we will see how mathematical formulations for (r|H,) HM-
PuPW (2.62)—(2.65) and auxiliary problem (2.71)—(2.74) can been coded using the cor-

responding Python API. Python is a well-known computer programming language, so it

will not be presented here. The Python functions use the following parameters:

route_costs for a data structure in which the costs of all possible routes are stored;
lead_net for a data structure in which the given network for the leader is stored;

n for the instance size;

r for the number of hubs that follower needs to locate;

w for a data structure in which the demands for all possible O—D pairs are stored;
Theta for the sensitivity parameter ©;

F for the data structure which represents the follower’s optimal objective value.

The Python definition of prototype function for solving (| H,)HMPuPW by Gurobi,

using the Python API, is given in the Code 3.1. The body of this function is self—

explanatory, as the appropriate Python comments and docstrings are given.

def medianoid(route costs, lead net, n, r, w, Theta):

ERERE)

medianoid (np.array , tuple, int, int, np.array, float) —>
(float , dict)

Creates a Gurobi Python model for (r|H p)HMPuPW according to
its linear reformulation. Solves the problem for a given
instance . Returns the objective value, hub locations , and
established routes.

ERERE)

# Creating the empty model.
m = gpy.Model( ”"medianoid” )

£}

# Creating variables’ dictionaries.

y = {}

zeta = {}

# Adding variables.
for 1 in range(n):
y[i] = m.addVar( vtype=gpy.GRB.BINARY, name=f"y {i}” )
for i in range(n):
for j in range(n):
for k in range(n):
for 1 in range(n):
zeta[i,],k,1] = m.addVar(
name=f"zeta {i} {j} {k} {1}~

)

# Adding constraint: the number of hubs is equal to r.
m. addConstr( gpy.quicksum( y[k] for k in range(n) ) == 1 )

# Adding constraints: only one route is allowed.
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for i in range(n):
for j in range(n):
m. addConstr( gpy.quicksum (
zeta[i,j,k,l] for k in range(n) for I in range(n)
)=
)
for 1 in range(n):
m. addConstr (
gpy . quicksum (
zeta[i,j,k,1] for k in range(n)
) <= yl[l]
)
m. addConstr (
gpy . quicksum (
zeta[i,j,l,k] for k in range(n)
) <= y[l1]
)

# Adding the objective (profit) function.
profit = gpy.quicksum (
wli][j] * \
equilib_profits(route costs, lead net, zeta, i,j,k,l) \
for i in range(n) for j in range(n) \
for k in range(n) for 1 in range(n)

# Setting the objective.
m.setObjective ( profit, gpy.GRB.MAXIMIZE )

# Solving the problem (calling the optimizer).
m. optimize ()

# Extracting the optimal solution.
objval = m. getObjective (). getValue ()
hubs = m. getAttr(’x’, y)

routes = m. getAttr(’x’, zeta)

# Returning the optimal solution.
return objval , hubs, routes

Code 3.1: Python code for the linear variant of (r|H,) HMPuPW model.

Solving the auxiliary model is specified with a Python prototype function auxiliary
in a Code 3.2. As we can see, the parameter list is almost the same as in the previous
function, except that we have a foll net and F parameters, representing the follower’s

network and its optimal profit, respectively.

def auxiliary(route costs, lead net, foll net, n, r, w, Theta, F):
>’ auxiliary (np.array , tuple, tuple, int, int, np.array,
float) —> (dict, dict)

Creates a Gurobi Python model for the auxiliary subproblem
according to its linear reformulation. Solves the problem
for a given instance. Returns the optimal hub locations and
established routes.

ERERE)

# Extracting medianoid hubs.
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y _star = foll net[0]

# Creating the empty model.
m = gpy.Model( “auxiliary” )

# Creating variables’ dictionaries.
y=U
zeta = {}

# Adding variables.
for i in range(n):
y[i] = m.addVar( vtype=gpy.GRB.BINARY, name=f"y {i}” )
for j in range(n):
for k in range(n):
for 1 in range(n):
zeta[i,j,k,1] = m.addVar(
name="zeta {i} {j} {k} {1}~
)

# Adding constraint: the number of hubs is equal to r.
m. addConstr( gpy.quicksum( y[k] for k in range(n) ) == r )

# Adding constraints: only one route is allowed.
for 1 in range(n):
for j in range(n):
m. addConstr( gpy.quicksum (
zeta[i,j,k,1] \
for k in range(n) \
for 1 in range(n) ) ==
)
for 1 in range(n):
m. addConstr (
gpy . quicksum (
zeta[i,j,k,1] for k in range(n)
) <= yl[l]
)
m. addConstr (
gpy . quicksum (
zeta[i,j,l,k] for k in range(n)
| ) <= yIl]

# Adding the auxiliary constraint.
m. addConstr (
gpy . quicksum (
wli][j] * \
equilib_profits(lead net, zeta, i,j,k,1) * \
zeta[i,j,k,1] \
for i in range(n) for j in range(n) \
for k in range(n) for 1 in range(n)
) >= F, name="auxiliary constraint”

)

# Adding the objective (profit) function.
leader profit = gpy.quicksum (
w[i][j] * equilib_profits(
route costs , lead net, zeta, i,j,k,l
)\
for i in range(n) for j in range(n) \
for k in range(n) for 1 in range(n)
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T

Ignoring those solutions that share the same hub backbone
as medianoid problem
m. addConstr (
gpy . quicksum (
y_star[k] * y[k] for k in range(n)

=

) <=1 — 1
)
# Setting the objective.
# The leader has optimistic expectations, i.e.
# the follower is behaving benevolently.
m. setObjective ( flow income, gpy.GRB.MAXIMIZE )
# Solving the problem (calling the optimizer).
m. optimize ()

# Extracting the optimal solution.
hubs = m. getAttr(’x’, y)
routes = m. getAttr(’x’, zeta)

# Returning the optimal solution.
return hubs, routes

Code 3.2: Python code for the linear variant of auxiliary model.

Remark 3.1. There is no need to return the optimal objective value in auxiliary Python

function, as it is equal to F'.

An example of Gurobi Optimizer log—file is given in the following lines:

Gurobi Optimizer version 9.0.2 build v9.0.2rcO (win64)
Optimize a model with 946 rows, 4510 columns and 14410 nonzeros
Model fingerprint: Oxfl13ca6bb

Variable types: 4500 continuous, 10 integer (10 binary)
Coefficient statistics:

Matrix range [1e+00, 1e+00]

Objective range [3e-02, 2e+01]

Bounds range [1e+00, 1e+00]

RHS range [1e+00, 3e+00]

Presolve time: 0.02s

Presolved: 946 rows, 4510 columns, 14410 nonzeros
Variable types: 4500 continuous, 10 integer (10 binary)
Found heuristic solution: objective 73.3523777

Found heuristic solution: objective 103.3777838

Root relaxation: objective 1.132394e+02, 445 iteratioms,
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0.00 seconds

Nodes | Current Node | Objective Bounds

Expl Unexpl | Obj Depth IntInf | Incumbent BestBd Gap | It/

Node Time

0 0 113.23935 0 5 103.37778 113.23935
H 0 0 112.76523 113.23935
0 0 113.06432 0 4 112.76524 113.06432
0 0 113.06432 0 5 112.76524 113.06432

Cutting planes:
Gomory: 3

MIR: 10
Relax-and-1lift: 4

Explored 1 nodes (643 simplex iterations) in 0.10 seconds

Thread count was 8 (of 8 available processors)

Solution count 3: 112.765 103.378 73.3524

Optimal solution found (tolerance 1.00e-04)

9.54,
0.42%
0.27%
0.27%

Os
Os
Os
Os

Best objective 1.127652365437e+02, best bound 1.127652365437e+02,

gap 0.0000%

Particularly, a medianoid function is called up for a 10-node CAB instance (please,
see [103]) with a = 0.4, © = 9, and the leader has chosen a p—HMLP for her network.

For auxiliary model we have basically the same output structure of log—file.

Of course, these Python functions are customizable using different parameter values

and computer programming techniques. The objective of this section is only to share a

user experience on a tool that allows us to implement quite easily complex formulations.

However, a mathematical optimization computer application might also need the func-

tionality for manipulating data. This “non—-modeling” expressiveness of the Python API

is called scripting, and it is used in three different situations:
* preprocessing;

* postprocessing;
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» flow control.

When it comes to Codes 3.1 and 3.2, the need for preprocessing is seen in a helper func-
tion equilib_profits. It partially prepares the data which will be used by the Gurobi
model, i.e., its role is to perform a part of the computation concerning Bertrand—Nash
price equilibrium profits for a given leader’s network.

Notably, we need to iterate over the set of all O—D pairs, and for each pair we iterate
over the set of all possible routes. The Bertrand—Nash price equilibrium is computed for
each route addressed, taking into account that we know the leader’s route for that O—D pair.

Afterward, equilibria give us the corresponding profit estimations for both competitors.

Remark 3.2. These computations require O(n*) steps, for instances of n nodes. Comput-
ing the Bertrand—Nash price equilibria and their corresponding profits for each leader’s
network that we examine is a computationally very exhaustive job. This part of the compu-
tation is essentially done in the preprocessing phase using parallel computing and efficient
data structures that support so—called vectorized operations to reduce the model creation

time.

As the above remark has meant to suggest, it is out of the scope to go into details of
equilib_profits function. Therefore, it will not be presented, i.e., only a proposed

accompanying docstring in Code 3.3.

equilib_profits (...)
equilib_profits(route costs , leader network, zeta, i,j,k,1) —>
(float , float)

Compute a Bertrand —Nash price equilibrium profits for a given
follower ’s route i—>k—>1—>j, concerning a given leader network.

Code 3.3: Docstring for the equilib_profits function.

The postprocessing is concerned with working on or manipulating obtained solutions
and objective function values in an appropriate way so that they can be used by a solution
approach computer program written to solve the leader’s problem. For example, the op-
timal objective function value obtained after solving the medianoid model is used in the
auxiliary model.

The flow control is used to chain multiple models. Firstly, in developing an optimiza-
tion computer application for the leader’s problem, the auxiliary model must be solved
after the medianoid one. Secondly, we have to solve the follower problem multiple times.
Creating the model from scratch every time is a daunting task. A better approach could be
to have a model, partially created, and on the as—needed basis to complete it by deleting

and adding appropriate objective functions and required constraints.
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3.2 Alternating Heuristic

The alternating heuristic (AH) was firstly presented in [11] by Bhadury et al. in 2003.
Some of the recent applications can be found in [27, 79, 106]. The main idea is built on
Hotelling’s observation that at equilibrium, on a line, the duopoly facilities tend to cluster
together at some central point of the market [65]. While d’Aspermont et al. [42] have
shown that this observation does not hold in the case of variable prices, it does hold in the
case of fixed and equal prices (please, inspect [11]). After that, it was further analyzed
and exploited as a solution approach for many bi—level location problems (the reader is
referred to a small survey of [30, 79, 106, 84, 108]).

Essentially, the AH is similar to coordinate descent (ascend). The same underlying idea
is presented in several widely popular heuristics: Blahut—Arimoto algorithm in coding
theory [14, 7], the expectation—maximization algorithm in statistics [39], the concave—
convex procedure in global optimization [127], or k—means in machine learning [85, 50,
87]. The description of AH for our problem is presented in Algorithm 1.

The instance is represented as a pair of finite associative arrays (x, y*), according to
the description in Section 2.1. The size of array is | N|. In the algorithm, z* represents the
leader‘s network, during the i-th iteration. Accordingly, 3 represents the corresponding
follower‘s network.

The AH starts with the initial incumbent hub and spoke topology, which is obtained by
solving the well known p—median hub location problem (p—HMLP), as a natural choice,
taking into account that the solution of p—~HMLP is classified in the same way as the
leader’s problem when it comes to the hub backbone size and spoke allocation. Further-
more, the p~-HMLP is well suited for a monopolistic situation, it is simple enough to
implement, and it can be solved in a reasonable amount of time using the state-of-the-art
solver like Gurobi Optimizer. Therefore, we can think of AH as a natural approach to

estimate the evolution of market competition for this setting.
Remark 3.3. The AH can start from the arbitrary feasible hub and spoke network.

In the i-th iteration, (r|H,)HMPuPW is solved exactly, utilizing the proposed refor-
mulations (2.62)—(2.65).

Each iteration corresponds to one callback of the exact algorithm for the follower’s
problem. In the same iteration, the roles are switched, i.e., for the follower’s obtained
solution, the leader takes his role. This mechanism is portrayed at line 9 of Algorithm 1.
Note that the leader’s profit is computed after the follower’s one.

The termination condition is a cycle detection. It is obvious that this procedure would
converge because the number of all semi—feasible solutions is finite. Moreover, this way,

the AH could capture a pure Nash equilibrium, if it exists. Because (r|H,)HMPuPW

82



and auxiliary problem can be exactly solved (utilizing the proposed reformulations), AH

returns a feasible solution, not just semi—feasible one.

Remark 3.4. For some problem instances, cycles can be very long, and therefore in the
literature, it is not unusual to include the upper bound on the number of iterations in the

termination criterion.

The AM is not solved during the alternation phase, i.e., inside the while—loop. Solving
AM inside the while—loop could lead to undesirable long running times, especially if the
execution time of AM is generally long. Therefore, the AM is solved only at the final step
of AH. If the time limit exceedance is taken as a termination condition, the solving of AM

inside the while—loop could lead to a reduced search, thus affecting the solution quality.

Algorithm 1: AH — Alternating Heuristic

Data: instance arguments

Result: a feasible solution (x, y*)

141

x* < the optimal network of p~-HMLP

while 2° ¢ {27 | j € {1,...,i—1}} do

H,, <+ the hub backbone of temporary leader’s network x*
y™* « the exact solution of (r|H,)HMPuPW
2%, < the follower’s profit

2% < the leader’s profit

1+ 1+1

fL'i — y(ifl)*

N-TN-CREEN - L7 T N

10 K < argmax;cey ) z]L

1 pick arandom k € K

12z 2k

13 zp, + 2%

14 2p, 28,

15 y* < the solution of corresponding AM for x and zp.

Remark 3.5. 1f a semi—feasible solution (x, y*) constitutes a pure Nash equilibrium, solv-

ing AM (line 15) can give a feasible solution that does not need to be a Nash equilibrium.

Remark 3.6. AH does not have an optimizing characteristic. In other words, we can not
guarantee that arbitrary extension of any computational resource will eventually help us
to find the optimal solution. This observation is true even if the initial leader’s network is

randomly chosen.

3.3 Variable Neighborhood Search

Variable neighborhood search (VNS), firstly presented by Mladenovic and Hansen in [98],
systematically varies neighborhoods and the corresponding change in the landscape during
the search for the global optimum. The VNS algorithms showed excellent performance

and for some location problems they are currently state-of-the-art, e.g., for the r—allocation
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hub location problem [122], single and multiple allocation p—hub maximal covering prob-
lems [69], or for bi—level location problems like a discrete (r|p)—centroid problem [32].
A constructive survey of VNS principles and applications is the recent paper by Hansen
etal. [62].

The VNS relies upon the following three observations:

(01) a local maximum concerning one neighborhood structure is not necessarily a local

maximum for another neighborhood structure;
(02) a global maximum is a local maximum for all possible neighborhood structures;

(03) for many problems, local maximums for one or several neighborhoods are relatively

close to each other.

The first two observations are theoretical and the last one is empirical. For instance, in
the case of HLPs, local and global optimal solutions may have several hubs located at the
same places, but their indices are usually unknown. Therefore, the systematic exploration
of a local optimum neighborhood is required, until a better solution is found (hopefully
the global optimum).

In a given VNS approach, outlined in Algorithm 2, the Basic VNS scheme (BVNS) is

followed. The main parameters are:
* tmax Which represents the time limit;

* kmax Which represents the iteration limit for the inner loop (maximal k—neighborhood

of shake operation);

» x which is an additional boolean variable that serves as a flag: if x = T, then
(r|H, HMPuPW is solved exactly during the local search (LS), otherwise the corre-

sponding linear programming relaxation (LPR) is solved (similarly to [32]).

The initial solution is obtained by an alternating heuristic (AH), as denoted on line 1
of Algorithm 2. Also, in the beginning, the flag variable x is set to L, i.e., LPR should be
initially solved during LS.

Because there exists a possibility of being stuck in a local optimum, a probabilistic
shake procedure is utilized.

In order to disseminate the search, BVNS uses neighborhoods of increasing cardinality
to find better local optimum during LS. Suppose that s is an arbitrary solution and N,
(k € {kmin, - - -, kmax}) is a finite sequence of neighborhood structures. Then N (s) is
defined as the set of solutions in the kth neighborhood of s.

A solution s” is better than s if and only if s” yields a higher profit. The improvement

check at line 9 is always done for feasible solutions, i.e., we solved the corresponding
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Algorithm 2: BUNS — Basic Variable Neighborhood Search

Data: instance arguments, tiax, Kmax
Result: a feasible leader’s solution s

1 s < AH

2 x4+ L

3 while t < t,.« do

4 k+1

5 while k < k. do

6 s’ < shake(s, z, k)
7 s+ LS(s',x, k)

8 k+—k+1

9 if s is better than s then
10 s« s

1 k<« 1

12 T+ L

13 T 4

(r|H, HMPuPW and AM exactly. The flag = switches from T to L if an improvement is
observed (line 12 of Algorithm 2), or if k£ becomes greater than the limit value £, (line
13 of Algorithm 2). Solving LPR reduces time and hopefully, relaying on the results in
[32], is a helpful in guiding the search process. It is easy to see that switching does not
affect the effectiveness.

Following the paradigm “less is more”, popularized by Mladenovi¢ [99], we formally

present the classic k—swap neighborhood that Algorithm 2 is based on:

swap(k, H) 2 {H' C N : |H'|= |H| N |H'\H|= k}, (3.1)
where k € N.
Definition 3.1. An ordered pair (H, H\K UK') is called a k—swap move on a non—empty
subset H C Nif K C H, K' C N\H, KN K' =, and |K|= |K'|= k.

A k—swap move can be seen as a ternary operation. Applying it to a subset H C
N,K C H,and K’ C N\H results in a new subset H' C N, i.e., H # H'. In fact, there
are many ways to formally define/represent a k—swap move, all essentially equivalent.
Therefore, it is sensible to also assume and go along with the intuitive understanding of

this term.

Definition 3.2. We say that H and H’, both subsets of N and |H N H'|< |H|= |H'|, are
in a k—swap relation, denoting it as H t<;, H’, if there exist K C H and K’ C H’, such
that |K|= |K'|=k, K N K’ = () and H' = H\K U K’, i.e., H' can be obtained from H

by a k—swap move.
It is easy to see that this relation is irreflexive, symmetric, and non—transitive.
Definition 3.3. We call the finite sequence of ordered pairs (H, H'),(H', H"),...,

(HMm=Y_ H)) g sequence of k—swap moves (or a k—swap sequence) of length m if
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H oy HANH >, H' A ... AN H™ D s H™ H and H™ are called the start

and end of this sequence, respectively.

Remark 3.7. In a k—swap sequence, non—subsequent subsets can be equal, i.e., H # H’

and H' # H" must hold, but it may happen that H = H".

Definition 3.4. The minimal length k—swap sequence which has H as the start and H’
as the end is called a k—swap distance between H and H' and it is denoted as dy(H, H').
Formally, we take that:

* dp(H,H) = 0;
* di(H, H") = 0o, when there exists no k—swap sequence between H and H'.
Remark 3.8. It is easy to see that dj, : P(IN)? — Ny has the following properties:

* it is positive between two different subsets and it is precisely zero when it maps a

subset to itself (identity of indiscernibles);
* it is symmetric;
« it satisfies the triangle inequality (sub-additivity).
In other words, dj, is a metric and (N, dy,) is a metric space.

Proposition 3.9. Let N be a non—empty set and | N|< 2p for some p € N. Then, for each
pair of subsets H, H' C N, such that |H| = |H'| = p and H # H’, there exists some
k < [%] sothat dp(H, H') < 2.

Proof. We know that H U H' can be represented as a union of disjoint sets H U H' =
KUK™ K’ , where K = H\H', K™ = HNH', K’ = H'\ H. From the proposition
conditions we realize that K™ # (). If |[K'|< [£], then dy,(H, H') = 1. The rest of this
proof, i.e., the case K[> [, is based on the parity of | K| (or equivalently | K’|).

Assume that | K| iseven. Letk = 51 K = K| UK,, |Ki|= |K,|, K' = K| UK}, and
|K!|= |K}|. We can create a sequence of two k—swap moves (H, H), (H, H'). For the
first move, we can take that H = H\ K, U K!, and for the second one H' = H\ K, U K},

Assume that |K| is odd. Let k = [A1], K = K, U Ky, |K)|= |Ky|-1, K’ =
K| U K/, and |K{|—1 = |K}|. Again, we can create a sequence of two k—swap moves:
(H,H), (H,H"). For the first move, we can take that H = H\(K; U {h}) U K/ and for
the second one H' = H\ K, U (K, U{h}), where h € K™, Itis easy to see that these set
operations define the valid k—swap moves.

In both cases discussed above, k was less than [£] and we composed k—swap sequences

from two moves, at most. ]
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Next, we address the case when N = 2p.

Proposition 3.10. Let N be a non—empty set and |N|= 2p for some even p € N. Then,
for each pair of subsets H, H' C N, such that |H| = |H'| = p and H # H', there exists
some k < & so that di,(H, H'") < 2.

Proof. 1f |H U H'|< 2p then we can apply the previous proposition. Therefore, we only
consider the case when H and H' are disjoint. Nevertheless, in this case, it is easy to see

that for £ = £ we can create a proper k—swap sequence of length two at most. ]

Remark 3.11. Obviously, in the previous theorem £ is also less then or equal to [£].

Unfortunately, a similar statement to the previous one does not hold when p is odd.

Proposition 3.12. Let N be a non—empty set and |N|= 2p for some odd p € N and p > 3.
Then, for each pair of disjoint subsets H, H' C N, such that |H|= |H'|= p, their k—swap
distance di,(H, H') is greater than 2, for all k < [%].

Proof. Assume the opposite. In the first k—swap move, a two disjoint subsets K C H
and K’ C N’ of cardinality [£] — 1 are swapped, i.e., we obtain two new disjoint subsets
H = H\KUK'and H = H'\K'U K. In the next and last move, because we assume
the opposite, we need to swap H\ K (a subset of H) with H"\ K’ (a subset of H'), which
have [£] elements each. If & < [5] — 1, |H\K|= |H"\K'|> [%], but we are allowed
only to swap k < [£] — 1, which is insufficient. Otherwise, | H\K|= |H"\K'|= [§] — 1,

but we have to swap k& < [£], which is too much. O

For | N| larger than 2p, again, we prove the statement similar to Propositions 3.9 and
3.10.

Proposition 3.13. Let N be a non—empty set and |N|> 2p for some p € N. Then, for
each pair of subsets H, H' C N, such that |H|= |H'|= p and H # H', there exists some
k < [%] sothat di(H, H') < 2.

Proof. If |H U H'|< 2p, we can apply Proposition 3.9 on N’ = H U H'. To prove the
statement for | H U H'|= 2p, we focus our attention to the parity of p. For even p we can
apply Proposition 3.10, again on a N’ = H U H'. However, if p is odd, let k = [5] and
H = K, UKy, |Ki|=|Ks|+1, H = K{ UK, |K{|+1 = |K}|. Because |[N|> 2p we
have at least one element i € N that satisfies the following: ¢ ¢ H and i ¢ H’'. Now,
we can easily create a sequence of two k—swap moves: (H, H), (H, H'). For the first
move, we can take that I = H\K; U (K} U {i}). Regarding the second one, we have
that H' = H\ (K, U {i}) U K}. O
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In a way, these propositions provide a theoretical ground for the utilization of k—swap
neighborhood in Algorithm 2. With shake and LS, we can make two consecutive k—swap
moves. If p is not odd, for Ay, we can take [£]. Otherwise, we need to take into account
what Proposition 3.12 states.

In reality, we do not expect that the number of non—hub nodes is equal or smaller than
the hub backbone, i.e., usually, we have that p < |N|. Therefore, in our Algorithm 2,
kmin = 1 (line 4) and Ky = (%’1 However, if needed, it is easy to extend the set of
considered neighborhoods by allowing a p—swap move, although, (03) suggests that we
could also ignore that. Another reason for k. = [5] as an upper counter bound lies in a
theoretical suggestion, which states that the currently inspected neighborhood should be
larger than the previous one. Of course, when p is odd, the last neighborhood does not
have to be greater than the previous one, but taking the floor instead of the ceiling would

result in missing to inspect the largest neighborhood.

3.3.1 Objective Function

The reason behind solving the LPR is that the evaluation of the leader’s objective function
is an NP-hard problem, according to Theorem 2.28. In situations like this, the objective
function estimation is a plausible substitute. A natural way to address that is to exercise
the corresponding LPR of the follower’s model. Differently, to approach in [32], the esti-
mation of leader’s profit is affected by the logit model and equilibrium pricing. Moreover,
if the follower establishes a different route for some O-D pair, the leader’s equilibrium

price changes accordingly.

Example 3.1. Assume that for an O-D pair (7, j) we have following fractional values for
the follower’s routes in the corresponding LPR: ¢;; 33 = 0.5 and ¢;; 44 = 0.5. The respec-
tive route costs are ¢; 33 = 2 and cf; ,, = 1. At the same time, the leader’s network is
fixed and p;; 24 = 1, where the corresponding route cost is ¢; 5, = 3. The price sensitivity
is© = 3.

The equilibrium price Eq. (2.28)—(2.29) yield that the corresponding prices are:

* ¢33~ 3.16 and t7; 5, ~ 3.47;

* g~ 2.89 and 17, 5, & 3.40.

As we can see, for the same route i—2— 4—j we have two different prices regarding

*
tlj,24' A

This example tells us that we can not directly use (2.3) to estimate the leader’s profit

by the LPR of (r|H,) HMPuPW, i.e., we can not expect to have one leader’s price as
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the universal best response to different follower’s prices. It is not immediately clear what
would be a suitable substitute for evaluation. Here, the approach is to build it cumulatively.
After preprocessing, we know for each O—D pair (4, j) the equilibrium prices (¢;; ki, ij st)

of corresponding route pairs (p;; x1, Cij,st)- In order to build the substitute, we introduce a
function T}, (s, t) : N> — R (forall i, j, k,l € N)

Tyl v) = § 040 e =0 (32)

0, otherwise

If the relaxed follower’s solution has a partially established route @j,uv, then the corre-
sponding equilibrium leader’s price should be taken into account. Constraint (2.14) stip-
ulates that ZM @-MU = 1. Therefore, our substitute for the leader’s equilibrium price is

given as

tijp = Z GijuunTijaa (u, v). (3.3)

u,vEN
When we have the LPR solution, the effect of follower onto the corresponding leader’s
market share can be written as
i = ) Giawe Ot (3:4)
u,vEN
Finally, the estimation of leader’s profit is given as

Z Wy (fz‘j,kl - Cz‘j,kl)

i,j,k,lEN

1

5 7O Pijkl- (3.5)

We will use this expression in our local search algorithm to estimate the leader’s total
profit for neighboring solutions.

The downside of the estimation is that it can be misleading. For example, we could
inspect two leader’s networks s; and sy and the LPR—based estimation could favor sy,
while actually s, is a better one. Therefore, if the improvement is not observed for some
time (e.g., during the whole inner loop), it is natural to switch from estimations to eval-
uations. On the other hand, the exact solution of a follower’s problem is quite costly, so
switching back should be done after a while. This mechanism is implemented on the line
13 of Algorithm 2.

The AM is always solved exactly, as it is unclear how its linear programming relax-
ation would provide any useful information. On the other hand, solving the AM can
significantly affect the algorithm execution time. In our design, the AM is solved only at
the end of AH and at the end of local search. This approach enables a push, from time to
time, towards the optimistic leader’s expectation and, at the same time, resources are not

vastly spent on the AM.
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3.3.2 Shaking

At each iteration, the VNS algorithm applies to the leader’s current solution s a proba-
bilistic procedure shake(s, z, k). This procedure replaces £ randomly chosen hubs of the

leader by some other randomly chosen nodes, as presented in Algorithm 3.

Algorithm 3: shake
Data: s,z k
Result: a (semi—)feasible solution s’
H), <+ a hub backbone of leader’s network in solution s
H,, + ahub backbone from swap(k, H),) selected at random
p’ < allocate(H,)
if —z then
L solve the corresponding LPR of (r| H;,)HMPuPW
estimate the leader’s profit

Y I 7 I S

7 else
8 solve exactly the corresponding (r|H,)HMPuPW
compute the leader’s profit

10 compose a new (semi—)feasible solution s’

The allocation procedure allocate(H,) is applied to the new set of leader’s hubs H), to
compose a new leader’s solution network p’, according to the statement of Theorem 2.35.
At the end of shaking, the (r|H,)HMPuPW of its corresponding LPR is solved for this
new leader’s network in order to compute or estimate the leader’s profit. The decision
about solving type is made on the basis of flag x value. Only for x = T the obtained
solution s’ will be feasible. It must be noted that for z = L the solution is not feasible,
nor semi—feasible.

The allocation is done following the indications about the preferred routes. Therefore,
for every O-D pair (i, j), the established routes are those that have the lowest cost. The

pseudo—code of procedure is given in Algorithm 4.

Remark 3.14. The decision about solving AM is shifted to LS procedure. This is why the

composed solution can be semi—feasible.

Algorithm 4: allocate
Data: H
Result: a hub and spoke network
1 for every O-D pair (i, 7) do
2 L establish the lowest cost route using hubs from H

3.3.3 Local Search

The LS procedure is described in Algorithm 5. It is based on the swap neighborhood with
one major difference — the optimal policy for the well-known secretary problem is used

as a stopping rule. In the literature, this policy is also called a é—stopping rule or the
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%—law of best choice. The reason for choosing this rule is based on the following three

observations:

* the best improvement strategy is time expensive for discrete bi—level optimization

problems;

« if the starting solution is of low quality (e.g., after the shake procedure), the first

improvement strategy could easily find a better solution, but still a low—quality one;

« if the local search starts with a near (locally) optimal solution, the first improvement

strategy will require almost an equivalent amount of time as the best improvement.

On the other hand, we can think about the hubs as rankable applicants in the secre-
tary problem. Thus, to maximize the probability of selecting the best applicant, i.e., the
best hub for swap, the %—law of best choice yields the optimal policy. This means that
only [2] hubs, randomly chosen, should be considered for swapping with non—hub nodes.
Particularly, we have that if p € {1,2} then [2] = 1,if p € {3,4,5} then [2] = 2, if
p € {6,7,8} then [2] = 3, and so on. The set of randomly chosen [ 2] hubs is denoted
as O (line 2 in Algorithm 5). Obviously, we have that O C H,,

Algorithm 5: LS — Local Search

Data: a (semi—)feasible solution s’, z, k
Result: a locally optimal feasible solution s”
1 Hj, < the leader’s hub backbone in s’
2 O < [Z] randomly chosen hubs from H,,
3 for each H, € coreswap(k, H,,O) do

4 p" < allocate(H,))

5 if —z then

6 L solve the corresponding LPR of (r|H, )HMPuPW
7 estimate the leader’s profit for p”’

8 else

9 L solve exactly the corresponding (| H,' ) HMPuPW
10 compute the leader’s profit for p”’

11 p < the profit-best leader’s network among all that were examined
12 H, «+ the hub backbone of p

13 if -z then

14 | solve exactly (r|H,)HMPuPW

15 solve the corresponding AM

It is easy to see that O yields a specific subset of swap—neighborhood, which is, in fact,
the target neighborhood of our local search. In other words, O can be seen as a core of the

new neighborhood, which we formally define as
coreswap(k, H,O) 2 {H' C swap(k, H) | |H'\O|= |H\O|+1}. (3.6)

After finding the best solution, according to the value of flag x, we check if the real

improvement is observed. This means that for leader’s network 5 we solve the corre-
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sponding (r|H,)HMPuPW exactly. Thus, as we already pointed out, in Algorithm 2 the

improvement check at line 9 is done for feasible solutions.

Remark 3.15. Obviously, one way to quickly improve the best solution time of BVNS is
to skip the calls for solving the corresponding AM in the LS procedure, especially if it
is unlikely that AM solutions will differ from the corresponding (r|H,)HMPuPW ones.
However, this bald assumption does not reflect the true nature of our bi-level problem.
Our goal is not to thirstily design a solution approach that will be fast on some particular
instance sets. Instead, our goal is to design an algorithm that will be fast, systematic in
its search process, and which will address our bi-level problem’s nature in the right way.
Solving AM solely at the end of BVNS could be seen as a cosmetic instruction and not a
very useful circumvention of the issue with the follower’s behavior. In our opinion, it is
better from time to time to solve AM (i.e., in the LS phase), to check if the AM solution
differs from (r| H,)HMPuPW one, while also being reasonably confident that the search
is pushed in the right direction.
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Chapter 4

Computational Experiments

«Hem obnacmu mamemamuku, xax 6vl abcmpaxkmua
OHA HU ObLIA, KOMOPAsi OOHANHCOBL He cMOo2la Dbl ObIMb

NPpUMEHEHA K ABNEHUAM PeATbHO20 MUpa.»

Hukomnait Usanosuyu JloO0aueBCcKuii

The computational experiments are conducted using the instances generated from the
well-known CAB dataset, composed and published by O’Kelly in 1987 [103]. All math-
ematical programs were implemented in Python 3.8 (as a part of Anaconda package).
Gurobi Optimizer 9.0 was used as an integer linear programming solver, installed on
the Windows 10 operating system. The hardware platform for computation was Intel(R)
Core(TM) 17-7700 CPU @ 3.60GHz with 24.0 GiB of DDR4 RAM. All figures in this
work were produced using a Python package matplotlib [66]. The basic figure concerning
the USA map corresponding to CAB data set is given in the Appendix.

When it comes to the size of instance, three batches were considered: 15, 20, and 25
node instances. The discount factors y and § were set to 1, and « took values from the set
{0.2,0.4,0.6, 0.8}, usual for the CAB data set. The price sensitivity factor © took values
from a set {3,6,9,12, 15}, which are modified values from [86]. The difference is that
the values are integer and equally separated in range from 3 to 15.

When it comes to the hub backbone size, the number of hubs for both competitors is

equal (i.e., 7 = p). The time limit ¢,,,, was set as:
« when |N|= 15, tya = 45 minutes;
« when |N|= 20, t,,.x = 1.5 hours;
» when |N|= 25, t;,.x = 2 hours.

In total, 240 instances were examined. For every one of them, our VNS algorithm has
been executed 10 times, i.e., 2400 tests were performed. The result concerning running

times and objective values, are given in Tables C.1-C.3, in the Appendix.
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Besides this, a situation in which the leader ignores the follower is also addressed. Two
classic hub—location networks are considered as the leader’s strategic option: p—HMLP
and p—HCLP. For these networks, the VNS algorithm has not been executed. Only the
optimal follower’s solution was determined. Notably, 480 tests were performed.

The case r # p is usually not presented in the research literature. Therefore, it is not
addressed in this thesis. However, for illustration purposes, some computational experi-
ments are done, and the results can be found in Harvard’s Dataverse repository [31].

In the sections that follow, we are going to investigate, in terms of descriptive statistics,
the results concerning the stability of VNS approach, comparison of VNS and AH solu-
tions, the effect of particular instance parameters, how AM affects the leader, and what

happens when the leader ignores the follower.

Remark 4.1. The result of computational experiments are not values of random variables.

4.1 Stability of VNS Solution Approach

We address the stability of VNS solution approach by two measures of dispersion on the
instance level: range and mean absolute deviation (MAD).

The summary of range data is given in Table 4.1. The first column (| N|) represents the
instance size — a batch. In the following three columns, the average range, the average
range percentage, and maximal range are provided, respectively. We can see that all three
measures increase gradually, as | V| gets larger, and the average range percentage indicates
good stability of our solution approach. Moreover, the ratio of average range percentages
for | V|= 25 and | N |= 20 is around 1.25, which is much less than the corresponding ratios

of average range (2.05) and maximal range (6.51).

Table 4.1: The stability of solution approach regarding range.

IN| avg. avg. range max
range percentage (%) range
15 1.23 0.003 50.47
20 11.97 0.009 215.21
25  24.56 0.012 1401.21

The summary of MAD data is given in Table 4.2. Here, we address the average of
mean absolute deviation (average MAD) on the level of instance and maximal absolute
deviation. The first column (|V|) represents the instance size, as in the previous table.
In the following three columns, the average MAD (avg. MAD), the percentage of this
average MAD compared to the smallest objective value returned by VNS for a given
instance batch (avg. MAD percentage (%)), and the maximal absolute deviation (max

abs. deviation), are presented, respectively. As we can see, although the maximal absolute
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deviation can be significant, the average MAD values are quite small. Also, we do not
have gradual increase of values, like in the case of range.

Taking all this into account, we can say that our VNS algorithm shows/exercises a good
stability.

Table 4.2: The stability of solution approach concerning MAD.

IN| avg. avg. MAD max abs.
MAD percentage (%) deviation
15 1.44 0.71 113.11
20 578 0.86 203.48
25 523 0.58 147.75

4.2 Comparison of AH and VNS Solutions

Because our VNS approach uses AH to obtain an initial solution, and AH can be used as a
standalone method, it is reasonable to compare the quality of AH solutions with the VNS
ones. For that, we need to calculate the differences in objective values between the VNS
and AH solutions. For every difference, its corresponding percentage of VNS obtained
value is computed. Because for every instance we did 10 runs of our VNS algorithm, the
best value among them is taken for the percentage computation.

The histogram of these values is presented on Fig. 4.1. As we can see, the histogram

is right—skewed.

Histogram of Difference Percentages

120 4

100 A

Count

0 10 20 30 40
Percentage of difference (%)

Figure 4.1: The distribution of percentages concerning the difference of leader’s profits obtained by VNS
and AH, compared to the best VNS leader’s profit per instance. The number of bins is 10. The total amount
of data processed is 240.

As histogram can be biased, on Fig. 4.2 we can see an estimation of CDF, based on the
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empirical CDF (ECDF).

ECDF Estimation of
Difference Percentages

1.0 1

0.8 1

0.6

Density

0.4 +

0.2

0.0

—-10 0 10 20 30 40 50
Percentage of difference (%)

Figure 4.2: An estimation of CDF based on ECDF, regarding percentages of differences between leader’s
profits obtained by VNS and AH, compared to the best VNS leader’s profit per instance.

In most cases, the difference between AH and VNS solutions is negligible in terms of
the leader’s profit. Thus, it is sensible to say that the AH represents a reasonably good
heuristic approach for solving this problem, and a well-suited method for obtaining the
initial solution in the VNS algorithm. Furthermore, from Tables C.1-C.3 we can see that
the number of AH iterations per instance is not very large. The corresponding bar plot is
given in Fig. 4.3. Mod and median of AH iterations number is 3, while mean is 5.058.
The number of AH iterations is in range from 3 to 19, although it never happened that AH
ended after 17 iterations.

Remark 4.2. Three iterations means that the initial leader’s network was the best one that

AH has found.

4.3 Effect of O and o Parameters

This part of the computational investigation is focused on the effects of ©, a and hub

backbone size to the following attributes of resulting solution:
* the leader’s profit;
* the ratio of leader’s and followers’ profit;
* the leader’s market share;

* the leader’s net profit margin (NPM).
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Figure 4.3: The bar plot of AH iterations.

The NPM is calculated in the following way

objective value

NPM = x 100%. (4.1)

revenuc

The revenue is computed simply by ignoring the transportation costs

* pije” ik
revenue = E Wijt;;

> Tt . 4.2)
ij.klEN u,vEN Pijuv ' u,vEN Sijuv

—0q"

17,uv

Except the leader’s profit, the rest of attributes should not be strongly affected by a instance
size. Therefore, for them, the data are aggregated according to the parameter values that
are being inspected.

The effects of price sensitivity parameter © and inter—hub transportation discount «
happen to be the most discernible. For some attributes, it is possible to observe almost a
solid pattern, in all three instance batches. On the other hand, no solid patterns have been
observed regarding the effect of hub backbone size.

Figure 4.4 is an illustrative example of observed patterns, i.e., how parameters © and
« affect the leader’s profit. For both sub—plots, the hub backbone size is taken to be 4.

On Fig. 4.5-4.9 we can see the depiction of how O affects the aforementioned at-
tributes. Fig. 4.5 presents three point plots corresponding to our instance batches. This
plot indicates that, in general, the leader can expect to make less profit if © gets increased.
In a way, this indication and the curvatures are roughly predicted by Theorems 2.25 and
2.26. Also, as instances get larger, so to speak, the dispersion increases, too.

When it comes to the effect of O to the leader’s market share, the box plot on Fig. 4.6

suggests that increase of © value results in lower expected leader’s market share. Also, the
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Figure 4.4: The illustration of how parameters affect the leader’s profit: (a) © and (b) a. Blue (dotted), or-
ange (dash—dotted), and green (ordinary) lines correspond to instances of 15, 20, and 25 nodes, respectively.
The size of hub backbone is 4. For the left sub—figure o = 0.6, while for the right one © = 9.
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Figure 4.5: The effect of © on the leader’s profit.

corresponding variability is increased. It can be seen that a low © = 3 means the leader’s
market share will be close to 50%. On the other hand, it looks like that increment of ©
value leads to less predictable outcomes, i.e., the market share values are getting more
dispersed. Besides that, we can observe that the leader can not take more than slightly
above the 50% of market share, regardless of the © value. It seems that in this Stackelberg
competition, an increased price sensitivity implies a shift towards the non—conservative
behavior of customers. This observation is interesting, as it is basically a mathematical/
computational implication, not sociological, not economical, nor it is psychological.

On the other hand, by visual inspection of Fig. 4.7 and Fig. 4.8, it appears that for
higher © we can expect larger ratios of leader’s and follower’s profits and increased vari-
ability, i.e., increased sensitivity to price differences is affecting more “the maneuvering

space” left to the follower, compared with the leader. Interestingly, on some occasions,
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Figure 4.7: The effect of © on the ratio of leader’s and follower’s profits.

the leader can profit even five times more than the follower. We could say that if customers
are highly sensitive to the price differences, then this situation is worse to the follower.
On Fig. 4.9 the observed pattern is not so solid, but it seems that the smaller NPM and
increased variability correspond to a higher ©.
Fig. 4.10-4.13 depict the effect of « to the aforementioned attributes. In many cases,
increase in « has led to a smaller profit ratio. Fig. 4.10 presents three point plots corre-

sponding to our instance batches. It indicates that a larger o corresponds to a lower ex-
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Figure 4.8: The effect of © on the ratio of leader’s and follower’s profits when @ = 0.6 and r = p = 4.
The blue (dotted), orange (dash—dotted), and green (ordinary) lines correspond to instances of 15, 20, and
25 nodes, respectively.
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Figure 4.9: The effect of © on the leader’s NPM.

pected profit, in general. Also, as instances get larger, the “dispersion” of values around
the mean estimate increases for a given set of profits.

When it comes to the effect of « to the leader’s market share, we can see that violin
plot on Fig. 4.11 does not suggest any solid relationship. However, here, too, we can see
that the leader usually takes less than 50% of market share.

In a way, these observations about the market share are in contrast to the naive in-
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Figure 4.11: The effect of « on the leader’s market share.

terpretation of Theorem 2.34 and the other observations in the literature concerning the
competitive hub location (in which pricing is not taken into account). A possible explana-
tion for this could be that the leader focuses on gaining profit on high demand O-D pairs.
We expect that it is not always optimal for the follower to copycat the leader’s network.
Therefore, it could be that the leader is usually getting the larger cut on more important O—
D pairs, while the follower’s market share can, in general, be often larger than the leader’s
one as some kind of compensation.

By visual inspection of Fig. 4.12, it appears that the variability of profit ratios is smaller
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Figure 4.12: The violin plot depicting the effect of o on the ratio of leader’s and follower’s profits.
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Figure 4.13: The effect of « on the leader’s NPM.

for larger . Recall that when it comes to the leader’s profit the effects of o and © are
similar. Thus, we may assume that the parameters o and © have the opposite effects (up
to some degree) when it comes to the follower’s profit.

On Fig. 4.13 we can see quite a solid pattern. Interestingly, it seems that the smaller
a corresponds to the larger NPM. This observation is similar to what we have seen in the

case of ©.
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4.4 Similarities Between Hub Backbones of Competitors

A similarity between leader’s and follower’s hub backbones can be measured with Jaccard
similarity index .J : P(IN) x P(N) — [0, 1], computed as

_ |Hy N H,|

J(Hy, Hy) = |\H, U H,|’
p '

(4.3)

where 0 corresponds to no similarity at all (H, N H, = (), and 1 represents the perfect
match (H, = H,).

The similarity results are presented in Table 4.3. In the first column, the instance
batches are given (| /V]). The second column presents the MAD of Jaccard similarity index
values for a given instance batch (MAD of Jaccard). Minimal and maximal values of the
Jaccard similarity index are given in the columns ‘min Jaccard’ and ‘max Jaccard’, re-
spectively. In the last column, ‘avg. Jaccard’, Table 4.3 provides mean values of Jaccard
similarity indexes, per given instance batch. Although there are cases when the leader
and follower completely share the hub backbone, in general, that is not the case, as the

average Jaccard similarity index and corresponding MADs are small.

Table 4.3: The Jaccard similarity index values.

IN| MAD of min max avg.
Jaccard Jaccard Jaccard Jaccard
15 0.13 0.0 0.67 0.22
20 0.18 0.0 1.00 0.29
25 0.18 0.0 1.00 0.22

Another similarity measure which we will consider, refers to the well known Szymkiewicz—
Simpson overlapping coefficient SS : P(N) x P(N) — [0, 1]. It is related to the Jaccard
similarity index and it can be computed as

[H, N H,)
(ANEA)

SS(H,, H,) = (4.4)

where 0 corresponds to no overlapping at all (H, N H, = (), and 1 represents a situation

in which H, C H, or H, C H,.

Table 4.4: The Szymkiewicz—Simpson overlapping coefficient values.

MAD of min max avg.
SS ss S§ SS

15 0.19 0.0 0.80 0.36
20 0.23 0.0 1.00 0.40
25 0.25 0.0 1.00 0.34

IN|

The results of computing the Szymkiewicz—Simpson overlapping coefficient are pre-
sented in Table 4.4. This table is organized similarly as Table 4.3, except that instead

of Jaccard, we consider the value of SS function. Although there are cases when the
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leader’s and follower’s hub backbone are overlapping, in general, that is not the case, as
the average Szymkiewicz—Simpson overlapping coefficient and corresponding MAD are

small.

4.5 Effect of Solving Auxiliary Model

To address the effect of solving AM, each time the AM was solved, we have compared its
solution with (| H,)HMPuPW one. Table 4.5 presents, in percentages, how many times
the hub backbone was different (column ‘Different hub backbones’), and how many times
the new solution affected the leader’s profit (column ‘Different leader’s profits’). |N|

represents the instance size, i.e., a batch.

Table 4.5: The effect of AM

] Different hub  Different leader’s
backbones (%) profits (%)

15 0.25 0
20 0.25 0
25 2.75 0

It never happened that the leader’s profit was affected by the AM solution. A reason
for this could lie in the fact that the CAB data set does not have enough symmetries for

such a phenomenon to occur.

4.6 When Leader Ignores Follower

We can compare the results of our computational experiments, concerning (7|p)HCPuPW,
with the situations when the leader ignores the follower. For this comparison, naturally,
we take the corresponding solutions of two classical HLPs: p—~HMLP and p—HCLP. Par-
ticularly, we are interested in finding the corresponding relative profit deviations
Profit ) mepupw — PTOEit; 0

profit . mopupw

(4.5)

where profit ., ycp,pw Tepresents the leader’s profit in (r|p)HCPuPW (obtained by

7|p)

VNS algorithm) and profit represents the leader’s profit in situation in which she

ignore

ignores the competition. This formula assumes that the profit achieved by VNS approach

is always greater than the one when the leader ignores the follower’s best response.

Example 4.1. Consider an instance (| V|, o, ©, 7, p) = (25,0.2, 15, 3, 3). If the leader sets
her hubs taking into account the follower’s best response, then her profit will be 3315.45.
However, if the leader sets her hubs according to the optimal solution of p—~HMLP, then
her profit will be 3192.86 and she will lose 122.63 (around 3.7%). The optimal solution

of p—HCLP is even worse alternative. The leader’s profit in this situation is 568.67, i.e.,
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Figure 4.14: The leader’s hub location in case of (3|3)HCPuPW (red), 3-HMLP (blue), and 3-HCLP
(green), for CAB instance (|N|, «, ©,7,p) = (25,0.2,15, 3, 3).

she will lose 2746.82 (around 82.8%). Fig. 4.14 presents the leader’s hub location in case
of these three solutions. A

Histogram of Relative Profit Deviations
for p-HMLP Solutions
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Relative profit deviation

Figure 4.15: The distribution of relative profit deviations when the leader chooses p—HMLP as her strategy.

On Fig. 4.15 and Fig. 4.16 we can see the histogram and estimated ECDF correspond-
ing to the relative profit deviations, when the leader chooses p—~HMLP as her strategy.

Fig. 4.17 and Fig. 4.18 provide a comparison between p~-HMLP and p—HCLP strate-
gies. As we can see, p-HMLP is much better option than p—HCLP, concerning profit
deviations. It could be that this difference is a consequence of objectives. The p-HMLP
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Estimation of ECDF for p-HMLP Solutions
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Figure 4.16: The estimation of ECDF for relative profit deviations when the leader chooses p-HMLP as her
strategy.
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Figure 4.17: Two histograms of relative profit deviations when the leader chooses p-HMLP (orange) and
p—HCLP (blue) as her strategies.

minimizes the weighted sum of variable costs for all O—D pairs, while p-HCLP minimizes
only maximal corresponding weighted sum. The “narrow focus” of p—HCLP is not well
suited in competitive environment, as follower has a lot of maneuvering space for its best
response. Taking into account all O—D pairs puts the leader in better position.

From these plots we can realize that p—-HMLP solution is a good choice to start with,
either in AH or VNS, in order to address (r|p)HCPuPW. As we can see the relative profit
deviation is reasonably small in most cases (Fig. 4.18).

The investigation of how parameters affect the relative profit deviation revealed that

the effects of o and hub backbone size do not have a solid pattern. However, it seems that
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Estimation of ECDF for
p-HMLP and p-HCLP Solutions
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Figure 4.18: Two estimations of ECDF corresponding to the relative profit deviations when the leader
chooses p-HMLP (orange) and p—HCLP (blue) as her strategy.
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Figure 4.19: The point plots representing the effect of © on relative profit deviation. Different colors
correspond to different instance batches.

higher © means also a larger relative profit deviation. The results for © parameter are

shown as point plots for all three instance batches in Fig. 4.19.
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Chapter 5

Conclusion

You don t have to be a mathematician to have a feel for

numbers.

John Nash

This study introduces an intermediate variant of hub location and pricing problem in
which competitors are sequentially entering the market (a leader—follower scenario), but
the pricing is resolved as in the Bertrand price game. Involving pricing is a more realistic
scenario than relying solely on costs and demands. The leader and the follower intend
to locate p and r hubs, respectively. The setting for hub location and route opening is
derived from the classic uncapacitated multiple allocation hub location problem. Multiple
allocations are allowed, and there are no limits on hub capacities. Only one route can
be established per O-D pair. The demand is perfectly inelastic and split between the
competitors in accordance with the logit model, which is also a more realistic assumption.
The objective for both companies is profit maximization, contrary to the usual viewpoint
in which the company is interested in minimizing its costs. The problem is called the (r|p)
hub—centroid problem under the price war. Compared to some other bi—level problems in
the literature, we need to define the behavior of follower accurately.

The existence of finite Bertrand—Nash price equilibrium for perfectly inelastic demand
is shown, which further implied the existence of an optimal solution to the problem itself,
i.e., the Stackelberg equilibrium. The new price equations are proposed for the follower,
and they could be seen as a game—theoretic generalization of the expression given by Bi-
tran and Ferrer [13]. Interestingly, the logit model and possibly different route costs yield
a Bertrand—Nash price equilibrium that is not a perfect competition. Besides the pricing
related statements, we have addressed the computational complexity of the leader’s and
follower’s problems. It is shown that the follower’s problem is NP-hard, but on the other
hand, the derived allocation problem is, in fact, polynomially solvable. As one could
assess, the leader’s problem is NP—hard, too.

In this study, we showed how the corresponding follower’s model could be transformed
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linearly. These reformulations allow the usage of commercial solvers in order to solve
them. Besides that, it is shown that the optimal routes are those with the lowest costs.

As a solution approach, the AH and VNS algorithms are proposed. Different to other
implementations, the initial solution is obtained by AH. Periodically, instead of evalu-
ations of the objective functions, the estimations are used. They are build—up using the
LPR solution of (r|H,)HMPuPW. The 1-law is used as a stopping rule in the local search.
Computational experiments showed that our VNS algorithm is stable, and the AH is a good
choice for generating the initial solution. Its cycle length is relatively small. In most cases,
the difference between the best objective values returned by VNS and AH is less than a
few percentages, compared to the VNS value.

The effects of price sensitivity parameters © and a were the most discernible. Roughly,
the leader could expect to make less profit for larger ©. A similar observation holds for
the discount parameter . On the other hand, it looks like that © and o have opposite
effects (up to some degree) on the ratio of competitors’ profits. Particularly, for lager ©
the ratio of leader’s and follower’s profits is also larger, while for lager « this ratio is
smaller. Besides these observations, it is improbable that the leader’s market share will
be larger than 50%. In most cases, it will be a little bit smaller than the follower’s cut. It
seems that in this Stackelberg competition, we can not expect from customers to manifest
a conservative behavior, in general. On the other hand, it looks like that the leader has the
first-mover advantage. It is rarely optimal for the follower to copycat the leader. Finally,
it is interesting that the leader’s profit was never affected by the auxiliary model’s solution
during the computational investigation.

An exciting new research direction is investigation of relationships concerning the
polynomial and approximation hierarchies, similarly as it was done in [80]. A different
line of research could address a robust variant of (r|p)HCPuPW.

The unique finite Bertrand—Nash price equilibrium indicates that it would be reason-
able to consider the cooperative price game with transferable utilities. In this setting, the
leader announces the strategy profile in terms of prices and has an incentive to find the
market position that would ensure the best credible threat strategy or the status quo point
on whether the side payment is allowed or not.

A new solution approach is another possible line of future research. It is a bald move
to dive into designing the exact solution method for the bi-level optimization problems
with non—linear objectives and where the follower’s behavior must be defined appropri-
ately. Even constructing useful heuristic approaches for this kind of problem is a decent

challenge.
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5.1 Contributions

The main results obtained during the conducted research in this thesis are:
 anew competitive hub location problem is introduced in which pricing is considered;

* the bi-level non—linear mixed—integer mathematical program is formulated as a

model for (r|p)HCPuPW;

* the existence of Bertrand—Nash price equilibrium is proved for fixed networks of

competitors;
» the existence of safe Stackelberg equilibria is proved;
* the new equilibrium price equations are provided;
* the extremal behavior of optimal objective values is analyzed;
* it is proved that follower’s problem is NP-hard;
* it is proved that the corresponding derived allocation problem is in class P;
* it is proved that the leader’s problem is NP—hard;

* it is proved that in this setting the optimal routes for a particular O—D pair are the

lowest—cost ones;
« itis shown how (7| H,)HMPuPW can be formulated as a mix—integer linear program;

* it is shown how the auxiliary model can be reformulated as a mix—integer linear

program;
* it is shown how to implement AH as a solution approach for the leader;

« it is shown how to design a substitute for the leader’s objective function using the
LPR of follower’s model;

 a new coreswap neighborhood is introduced and defined;
« it is shown how to implement the VNS-based solution approach for the leader.

In total, one novel problem is introduced, for which a bi—level mathematical optimization
model is formulated, 12 theorems addressing this problem are formulated and proved,
accompanied with five propositions, one lemma, and nine corollaries. Besides that, two
reformulations are presented, and two solution approaches are designed.

As one can see from the results of conducted computational experiments, the proposed
combinatorial approach composed of theoretical and algorithmic contributions can be con-

sidered successful in addressing (r|p)HCPuPW. Considering all of the aforementioned,
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this research presents contributions to combinatorial optimization, location theory, and
matheuristics. Some results and presented ideas are already published in the proceedings
of international conferences and refereed international scientific journals. Other parts of

this research are already in the publication process.
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Appendix A

CAB Dataset

This data file has been contributed by M.E. 0'Kelly

This is the 25 node data set that has been

used extensively with hub and spoke location models. It is
sometimes referred to as the CAB data set. Full references
to the source and prior results for these data can be found
in several previous paper, including

0'Kelly, M.E. 1987, "A quadratic integer program for the
location of interacting hub facilities", EJOR, 32, 393-404.

The list of cities in the 25 node data set is given below.

# 25 node hub data with unrounded costs #

## These new costs correspond to

0'Kelly, Bryan, Skorin-Kapov, Skorin-Kapov, 0'Kelly paper
in Location Science volume 4(3), October 1996

# multiple and single assignment hub model #

# for use with mult.mod, single.mod or comb.mod #

# last revised 7 September 1994 #

The data show i,j, Wij and Cij for a 25x25 system. The
10, 15 and 20 node subsets are found by taking the top 10x10 15x15
and 20x20 submatrices

aram: W C i=

1 0. 0
2 6469. 576.9631
3 7629. 946.4954
4 20036. 597.5972
5 4690. 373.8127
6 6194. 5569.7673
7 11688. 709.0215
8 2243. 1208.328
9 8857. 603.6477

7248. 695.208
11 3559. 680.709

-
N

9221. 1936.572
10099. 332.4644
22866. 592.5679

3388. 908.7715

9986. 426.1877
46618. 756.1987
11639. 672.5906

1380. 1590.224

5261. 527.3008

5985. 483.4673
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.978
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9631

0
5327
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8831
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2.14
8975
.961
3459
.076
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5669
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2426
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.584
7656
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0
3308
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Appendix B

USA Map for CAB Dataset
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Figure 2.1: The USA map for CAB dataset. Cities are denoted with numbers, as in [103].
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Appendix C

Results of Computational Experiments

Tables C.1, C.2, and C.3 present the computational results concerning the profit values,
running times and number of AH iterations. In the first three columns, the instance values
for the inter—hub discount factor «, sensitivity parameter ©, and hub backbone size (‘#
of hubs’) are given, respectively. For every instance, the VNS algorithm was executed
for 10 times. The best leader’s profit value found among all 10 executions is given in the
column ‘best profit’. The mean value of best leader’s profits regarding these 10 executions
is presented in the column ‘avg. profit’. Similarly, the mean value of times (in seconds)
for which the VNS has found best solution is given in the column ‘avg. best time (s)’.
The mean total time (in seconds) of VNS executions is presented in the column ‘avg. run

time (s)’. In the last column ‘# of AH iterations’, the number of AH iterations is given.

Table C.1: Computational results when |N|= 15.

o # of best avg. avg. best avg. run  #of AH
hubs  profit profit time (s) time (s)  iterations
02 3 2 1008.68  1008.68 7.37  2701.43 3
3 1021.98 1021.98 41592 272523 3
4 946.24  946.24 14821  2719.89 3
5 804.17 804.17 7.39  2713.04 3
6 2 837.28 837.28 11.81  2706.55 3
3 756.67 756.67 90691  2734.38 9
4 608.39  608.39 1174.16  2723.04 7
5 509.41 509.41 1041.85  2733.93 3
9 2 739.01 739.01 19.95  2707.16 9
3 614.04  614.04 53424  2737.11 9
4 525.31 525.31 1752.32  2726.73 7
5 386.17  379.48 1361.94  2707.04 5
12 2 722.07 722.07  23.02.20  2706.96 9
3 744.10  744.10 1037.82  2738.47 7
4 519.34 519.34 1516.31  2724.66 9
5 39557  395.57 147295  2728.43 5
15 2 717.93 717.93 178.18  2721.96 5
3 740.95 740.95 446.70  2747.28 9
4 539.74 523.70 1491.13  2723.84 11
5 415.79  409.39 1360.25  2717.48 9
04 3 2 911.91 911.91 7.50  2708.19 3
3 918.66  918.66 206.73  2714.38 3
4 848.07 848.07 7.45 271931 3
5 805.08 805.08 7.57  2726.63 3
6 2 658.67  658.67 7.54 271047 3
3 623.00  623.00 684.99  2734.70 3
4 582.57 582.57 13558  2718.42 3
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5 520.59 520.59 654.52  2723.08 3
9 2 614.20  614.20 121.16  2708.28 3
3 518.68 518.68 62330  2739.68 3
4 491.94  491.94 290.89  2716.48 7
5 367.19  367.19 859.72  2719.83 3
12 2 590.33 590.33 19.65  2704.23 11
3 640.46  640.46 787.79 272473 9
4 45428  454.28 1083.14  2738.21 9
5 316.00  316.00 125492 2738.69 5
15 2 581.80 581.80 31.19  2707.61 15
3 633.64  633.64 1048.57  2732.25 9
4 43592 43592 191.16  2740.76 9
5 395.12  395.12 1342.81 2731.55 7
06 3 2 867.31 867.31 7.49  2704.90 3
3 872.17 872.17 391.38  2725.24 3
4 822.93 822.93 7.49  2718.95 3
5 817.29 817.29 7.75  2711.54 3
6 2 601.80  601.80 7.41  2707.23 3
3 537.99 537.99 51577  2723.46 3
4 556.87 556.87 883.00  2730.12 3
5 470.08  470.08 58592  2721.22 3
9 2 509.74 509.74 239.10  2705.76 3
3 44499  444.99 770.30  2721.83 3
4 45736  457.36 1078.24  2721.28 3
5 378.45 378.45 37447  2713.49 3
12 2 479.07  479.07 208.37  2707.65 7
3 441.00  441.00 798.56 271534 3
4 41476 41476 17.38 272697 9
5 340.60  340.60 851.81  2719.16 3
15 2 466.14  466.14 140.00  2703.34 7
3 425.65  425.65 25393  2741.01 3
4 393.23 393.23 19.38  2726.14 9
5 302.05 302.05 1003.34  2721.18 11
08 3 2 872.62 872.62 7.64  2706.18 3
3 837.81 837.81 7.33  2723.70 3
4 811.85 811.85 729 272831 3
5 804.65 804.65 725  2729.18 3
6 2 537.99 537.99 151.82  2708.15 7
3 561.92 561.92 100.55  2714.95 3
4 513.44 513.44 783.51  2732.28 3
5 420.14  420.14 7.47 271443 3
9 2 456.01 456.01 13333 2707.30 7
3 469.15  469.15 256.63  2734.88 3
4 428.22 42822 7.82 273478 3
5 298.70  298.70 403.05  2716.90 3
12 2 42558  425.58 5411  2707.26 5
3 429.00  429.00 17097  2741.23 5
4 380.06  380.06 13.16  2719.05 7
5 246.74  246.74 1370.75  2726.22 3
15 2 411.46 411.46 177.88  2705.13 5
3 37899  378.99 1026.28  2727.48 7
4 35546  355.46 371.41  2708.87 7
5 236.09  236.09 1138.23  2729.96 3
Table C.2: Computational results when | N |= 20.

# of best avg. avg. best avg. run #of AH

@ hubs profit profit time (s) time (s) iterations
02 3 2 2360.79  2360.79 2835  5574.83 3
3 2607.31 2607.31 2627  5713.41 3
4 2302.71  2302.71 2204.03  5778.54 5
5 1918.20  1918.20 2432 5711.27 3
6 2 1533.65 1533.65 65.63  5681.98 7
3 1909.06  1909.06 1298.85  5797.70 7
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0.4

0.6

0.8

15

12

15

12

15

4 1526.17  1526.17 3091 5835.92 5
5 1323.32  1323.32 30.30  5785.08 3
2 1482.13  1482.13 649.37  5593.85 3
3 1722.73  1713.98 3972.49  5818.33 9
4 1323.47 1323.47 885.26  5730.39 3
5 1100.93  1095.77 3691.11 8324.00 7
2 1463.47 1463.47 1553.89  5659.00 3
3 1548.44 1548.44 1703.04  5961.20 9
4 1370.97 1370.97 93.64  5661.87 11
5 1200.88  1044.48 2351.25  6437.43 7
2 1452.65 1452.65 1978.44  5594.24 3
3 1748.54  1708.35 2553.09  6362.46 9
4 1843.25 1683.40 3546.66  6142.89 9
5 1177.65 1088.88 4590.68  7250.63 11
2 2310.87 2310.87  29.05.20  5684.43 3
3 2347.05  2347.05 1722.20  5820.91 3
4 2127.53  2126.53 1854.67  5935.58 5
5 1918.20  1918.20 2456  5816.71 3
2 1347.99  1347.99 354.88  5558.66 3
3 1672.47 1672.47 81442  5792.69 3
4 1385.23  1385.23 25.85  5848.23 3
5 1262.84  1262.84 3345  5885.28 3
2 1210.84 1210.84 354.85  5546.78 3
3 1488.36  1452.25 185832 5774.65 9
4 1160.27  1160.27 42.89  5909.29 7
5 1002.35  1002.35 2590  5918.69 3
2 121526  1215.26 1193.83  5698.25 3
3 1384.41 1384.41 2682.93  5792.69 9
4 1092.21  1092.21 62.61 5639.06 7
5 888.46 887.97 817.80  5916.16 3
2 1287.87  1287.87 735.55  5685.90 3
3 1280.06  1280.06 1438.25  5744.66 7
4 1300.01 1244.81 231894  5789.43 19
5 838.46 813.31 1695.22  5980.33 13
2 2192.65 2192.65 251.21 5482.96 3
3 2096.33  2096.33 2530  5690.49 3
4 2067.53  2067.53 823.65  5781.63 3
5 1918.20 1918.20 24.16  5869.63 3
2 1227.69  1227.69 836.33  5637.18 3
3 1235.50  1235.50 26.10  5701.78 3
4 1271.09  1271.09 950.01 5858.88 3
5 965.33 964.74 2880.93  6072.91 3
2 1055.38  1055.38 1953.66  5562.54 3
3 1291.64 1291.64 2029.81 5878.83 7
4 1023.25 1023.25 1620.63  5932.41 3
5 874.88 849.52 1193.54  5932.39 3
2 980.31 980.31 751.74  5603.32 3
3 1099.46  1099.46 48.54  5864.22 9
4 914.63 914.63 2372.54  5814.55 3
5 816.40 816.40 2577.21 7101.87 3
2 963.16 963.16 262.77  5567.88 3
3 1059.03  1059.03 630.02  5741.19 7
4 856.47 856.47 47.23  5824.35 9
5 755.78 750.82 2153.71 6035.49 3
2 2150.07  2150.07 2210.31 5630.77 5
3 2025.62  2025.62 24.48  5581.20 3
4 1992.32  1992.32 24.08  5708.42 3
5 1918.20  1918.20 2484  5761.72 3
2 1215.81 1215.81 513.18  5528.42 3
3 1136.95 1136.95 625.12  5520.09 3
4 1154.81 1141.63 278733  5516.87 3
5 998.10 998.10 23.96  5523.76 3
2 990.46 990.46 363.41 5567.28 5
3 929.04 929.04 1768.25  5738.89 3
4 879.91 879.91 967.83  5941.36 3
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5 738.81 735.32 1899.85  5724.01 3
12 2 900.90  900.90 27099  5478.82 5
3 95120  951.20 1338.27  5792.23 5
4 772.04 772.04 2250.44  5950.53 3
5 741.38 737.78 1824.40  6202.32 3
15 2 857.08 857.08 452.63  5529.52 5
3 882.82 882.82 51.07  5689.52 9
4 701.26  701.26 2336.32  5985.80 3
5 671.45 669.43 1461.02  7038.01 3
Table C.3: Computational results when | N |= 25.
o # of best avg. avg. best avg.run #of AH
hubs profit profit time (s) time (s) iterations
02 3 2 3964.75  3964.75 76.62 7425.40 3
3 2897.21 2897.21 73.16 7690.15 3
4 2987.53  2987.53 76.88 8670.82 5
5 2846.67 2846.67 62.75 18610.56 3
6 2 3211.90  3211.90 98.53 7931.10 3
3 1830.48 1830.48 3001.18 8262.13 3
4 1856.14  1856.14 5518.06 8823.74 5
5 1885.94 1885.94 106.68  18020.28 3
9 2 337223 3372.23 163.67 7432.44 7
3 3416.31 3416.31 196.10  9009.26 3
4 1492.47 1492.47 4301.89 8558.04 7
5 1585.74 1585.12 472233  17809.18 7
12 2 333527 3335.27 309.79 8364.31 7
3 3350.35 3350.35 298.74 10168.58 3
4 1542.38 1542.38 5262.72  11399.40 7
5 1426.69  1426.69 26223 18302.15 13
15 2 3326.70  3326.70 507.14  9483.55 9
3 3315.50 3315.50 519.40 11463.31 11
4 1570.85 1534.29 8830.86  13089.41 7
5 1389.04 1365.94 1350.31  19418.49 11
04 3 2 3744.82 3744.82 77.49 7832.25 3
3 2917.84 2917.84 71.04 7810.14 3
4 3072.10 3072.10 76.70 8717.19 5
5 2846.67 2846.67 61.99 17570.74 3
6 2 2877.37 2877.37 86.85 7593.11 3
3 1701.17 1701.17 2118.08 9333.17 3
4 1784.25 1784.25 4284.25 10238.06 3
5 177293  1772.93 96.12  18799.29 3
9 2 2917.80  2917.80 1457.19 7734.01 7
3 1420.49  1420.49 2271.12 7909.20 3
4 1410.40 1410.40 6143.86 12128.14 3
5 1398.26  1394.73 5917.25 17787.95 3
12 2 2853.64 2853.64 1215.19 7976.16 7
3 131440 1314.40 4602.14 8660.29 3
4 1372.37  1310.73 5306.78 9564.79 7
5 1248.94 124272 11761.19 20554.21 11
15 2 2850.34  2850.34 219.19 7506.48 5
3 2677.09 1556.12 4093.62 10413.41 3
4 1348.53  1348.53 8719.52  11920.27 7
5 1171.55  1169.06 2710549 45130.45 9
06 3 2 3581.94  3581.94 71.81 7294.51 3
3 2918.16  2918.16 3504.92 8935.26 3
4 2969.62  2969.62 80.61 9073.43 5
5 2856.18  2856.18 66.36  19255.00 3
6 2 2632.74  2632.74 145.30 7489.43 7
3 1601.90 1601.90 78.07 7979.25 3
4 1643.08 1643.08 74.47  9037.13 5
5 1678.25 1678.25 3861.36  21822.10 3
9 2 2378.74  2378.74 1411.26 7711.97 7
3 1279.68  1279.68 5773.61 8339.32 3
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4 1246.93  1246.93 4350.02 9618.32 5

5 1271.00  1271.00 93.28 19816.06 3

12 2 251695 2516.95 3432.92 8098.90 9
3 1179.43  1179.43 4597.74 9033.84 3

4 1090.86  1074.97 6547.52  11024.49 7

5 1100.48 1087.48 661.21  20273.23 7

15 2 2480.57  2480.57 3737.54 8054.97 9
3 1127.98  1127.98 5428.63 8545.31 3

4 1086.14  1059.50 9765.78  13832.73 7

5 995.43 981.60  19112.10 39044.33 9

08 3 2 347091  3470.91 70.99 8371.32 3
3 2893.48  2893.48 69.80 7969.14 3

4 2933.44 2933.44 65.59 8914.90 3

5 2885.94  2878.06 1810.40  19832.70 5

6 2 2499.39  2499.39 1203.62 7408.57 5
3 1564.99  1564.99 70.92 8137.43 3

4 1566.54  1566.54 69.11 9129.86 3

5 1642.03  1642.03 2516.96  19991.80 5

9 2 222245 222245 2484.28 7464.88 9
3 1221.78  1221.78 5355.40 8116.63 3

4 1164.71  1164.71 4971.40  10462.57 3

5 1226.53  1220.94 295.55 20113.28 5

12 2 2113.27  2113.27 1826.9 7395.91 9
3 1073.13  1073.13 5335.07 8914.37 3

4 991.87 987.23 7153.58  10365.20 3

5 1044.61 1044.61 10090.73  28191.64 5

15 2 2061.04 2061.04 1553.67 7487.22 9
3 1012.37  1012.37 3522.70 8409.51 3

4 902.61 898.62 3526.68 9893.87 3

5 1015.85 987.20  28373.89  44492.36 7

Table C.4: A leader’s profit when she ignores the follower’s reaction.

IN| o e #of  Profit achieved Profit achieved
hubs by p-HMLP by p-HCLP

2 1008.68 643.47

3 3 916.42 535.67

4 907.36 548.13

5 804.17 495.88

2 837.28 351.21

6 3 530.81 272.70

4 523.34 276.35

5 493.05 193.71

2 710.04 281.97

3 437.17 165.73

029 4 421.36 221.25

5 305.13 127.63

2 685.52 255.36

12 3 449.09 133.73

4 377.42 202.32

5 249.64 104.18

2 675.37 242.72

15 3 430.24 121.76

4 372.61 194.00

5 235.90 93.57

2 911.91 669.80

3 3 902.25 536.78

4 848.07 517.93

5 805.08 610.73

2 658.67 368.13

6 3 520.59 278.39

4 484.38 208.51

5 462.93 302.42

2 584.22 298.14
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15

3 421.45 223.85

04 9 4 375.60 136.50
5 351.32 202.12

2 570.95 271.78

12 3 378.34 203.90
4 326.80 108.97

5 300.65 166.77

2 555.33 334.46

15 3 412.30 132.43
4 311.82 95.54

5 272.63 148.66

2 867.31 704.00

3 3 851.70 450.17
4 822.93 475.56

5 817.29 563.55

2 601.80 346.26

6 3 496.38 216.69
4 451.13 195.06

5 439.20 256.86

2 473.56 444.62

3 390.78 166.73

06 9 4 336.81 131.75
5 320.78 185.25

2 423.20 419.01

12 3 343.27 148.77
4 283.86 108.98

5 265.42 150.07

2 406.21 407.61

15 3 317.34 140.55
4 254.22 98.55

5 234.32 131.48

2 872.62 491.28

3 3 837.81 514.82
4 811.85 451.70

5 804.65 446.65

2 519.16 194.68

6 3 480.86 283.85
4 433.84 192.78

5 420.14 180.16

2 413.88 103.11

3 374.51 233.61

08 9 4 428.22 137.41
5 296.37 119.40

2 403.31 74.78

12 3 312.22 214.66
4 380.06 116.95

5 236.66 95.53

2 383.31 59.68

15 3 331.68 205.72
4 353.79 107.08

5 202.08 83.75

2 2360.79 1927.32

3 3 2607.31 1489.45
4 2040.51 1075.52

5 1918.20 1213.78

2 1186.58 1311.31

6 3 1813.20 803.60
4 1522.28 455.38

5 1323.32 463.52

2 944.60 1190.83

9 3 1622.02 652.77
4 1312.68 231.02

5 1051.20 294.57

2 840.68 1155.30

3 1546.44 599.48
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0.2

0.4

0.6

12

4 1370.97 181.85
5 931.71 232.72
2 786.46 1146.11
15 3 1509.11 576.24
4 1141.34 159.20
5 905.93 203.68
2 2310.87 1476.94
3 3 2177.9 1461.68
4 1996.30 1500.84
5 1918.20 1335.55
2 1184.61 826.83
6 3 1617.54 726.74
4 1385.23 798.90
5 1262.84 548.36
2 935.82 681.96
9 3 1398.07 560.35
4 1160.27 636.38
5 1002.35 355.38
2 826.40 634.22
12 3 1306.04 476.42
4 1065.37 577.76
5 887.23 278.23
2 768.21 618.33
15 3 1258.88 445.43
4 1015.61 551.71
5 751.13 238.87
2 2167.84 1594.71
3 3 2096.33 1556.62
4 2046.12 1329.00
5 1918.20 1477.64
2 1152.61 994.55
6 3 1235.50 705.79
4 1162.98 576.99
5 959.10 666.41
2 895.46 845.00
9 3 1208.32 525.88
4 896.65 392.74
5 811.48 442.09
2 779.30 796.47
12 3 1099.46 452.67
4 773.88 323.14
5 671.25 344.38
2 715.81 776.39
15 3 1040.63 416.14
4 593.86 290.65
5 591.31 291.18
2 2000.41 1538.43
3 3 2025.62 1725.3
4 1992.32 1568.11
5 1918.2 1128.85
2 1118.59 768.62
6 3 1136.54 934.90
4 1072.55 823.98
5 998.10 432.12
2 854.11 573.80
9 3 861.12 714.29
4 852.98 618.24
5 724.4 266.43
2 733.20 494.68
12 3 732.23 615.89
4 717.80 398.99
5 575.61 202.54
2 666.13 455.30
3 632.85 561.92
4 640.89 348.62
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15

5 488.83 170.39

2 3964.75 3318.62

3 3 2897.21 2084.10
4 2968.28 1844.93

5 2846.67 2354.66

2 3211.9 2368.23

6 3 1527.28 1082.63
4 1635.91 869.82

5 1885.94 1100.75

2 3372.23 2182.14

3 3416.31 831.53

02 9 4 1324.9 473.59
5 1582.63 761.25

2 3335.27 2127.21

12 3 3350.35 611.59
4 1141.86 393.91

5 1417.66 618.84

2 3326.7 2114.51

15 3 3192.87 568.67
4 1039.73 356.81

5 1331.28 544.75

2 3744.82 1029.50

3 3 2917.84 2124.09
4 3062.24 1725.04

5 2846.67 2088.45

2 2877.37 348.45

6 3 1554.85 929.05
4 1763.09 739.87

5 1772.93 983.05

2 2611.28 259.56

3 1133.72 636.38

04 9 4 1232.04 533.43
5 1371.25 696.90

2 2538.79 232.40

12 3 940.59 487.40
4 1214.33 343.20

5 1087.39 700.33

2 2850.34 220.96

15 3 834.26 431.76
4 1120.96 302.62

5 975.97 645.92

2 3581.94 1136.59

3 3 2912.81 1392.89
4 2947.22 2180.6

5 2856.18 2099.88

2 2632.74 409.19

6 3 1601.9 662.54
4 1597.58 994.83

5 1661.88 971.11

2 2329.93 304.93

3 1191.72 526.78

06 9 4 1173.95 664.89
5 1271.00 691.48

2 2234.13 271.27

12 3 1006.94 475.38
4 820.19 543.20

5 1078.81 555.07

2 2169.2 256.60

15 3 814.49 450.98
4 694.24 481.12

5 972.37 497.84

2 3470.91 1158.58

3 3 2893.48 1950.10
4 2933.44 1498.91

5 2865.12 1957.62
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0.8

12

15

2 2347.13 623.66
3 1564.99 911.69
4 1566.54 616.64
5 1628.15 902.87
2 2177.10 507.96
3 1144.97 636.44
4 1128.14 402.43
5 1204.50 618.71
2 2063.63 464.80
3 952.26 558.41
4 915.98 317.13
5 973.30 480.58
2 2010.62 444.90
3 845.62 493.60
4 792.39 274.07
5 852.55 416.27
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YHUBEP3UTET Y BAKBOJ JIVIIA PENYENHUKA CPNCKA

OAKVJITET: IPUPOIHO-MATEMATUYKHA YH Ad AYMM
(BT Y5 Npue | bARYATEY

x4 3o, pon"
%h/}/g o SrotlEh

HU3BJELITAJ

0 oujenu ypaljene 00Kmopcke oucepmauuje

ITIOJAIIX O KOMHUCHUJIHA

Ha ocHoBy unana 149. 3akona o BEcokoM 00pasoBamy, wiana 54. CraTyra YHUBEP3HUTETA Y]
bamwoj  Jlyus, HacraBHo-mayuso Bujelie  IlpupoxHo-maremarnuxor — dakynTeTa
YruBep3utera y bamoj Jlynu, Ha cjeqaunm oxpxkaroj nana 16.11.2020. r., monujerno je mox
Opojem 19/3.2570/20 Oxnyky o nmeHoBamy Komucuje 3a micame W3BjemTaja, mpernes, u
oujeHy ypahene mOKTopcke auceprauuje kamumata mp Jumurpuja JI. YUsokuha mop
HasusoM: ,,[IOCTOJAILE LITAKJIBEPIOBHX EKBUJIUBPHIYMA YV IIPOEJIEMY (¥|p)
NAB-IJEHTPOHJIA CA IJJEHOBHHUM HAJIMETABEM H AJITOPUTMH 34 BUXOBO
[IPOHAJIAJKEFHE®, y cibenehem cacTasy:

1. Jp Anekcannap B. IIlbacyHOB, TOKTOp MaTeMaTHYKUX Hayka ca XaGHIUTAIHjOM,)
JOIEHT Ha Yykoj HaydHoj obmactit JIUCKpeTHa MareMaTHKa U TEOPHjcKa
kubepuetuka (BAK P® 01.01.09.), Karempa 3a Teopujcky KuOGEpHETHKY]
Mexanwuko-mMaTeMaTHukor ¢axynrera HauMOHAaIHOr HCTPaXkKHBAuKOT P KaBHOT]
yHuBep3ureta y Hosocubupcky (HoBocubupck, Pycuja), npeacjenuux;

2. Ilpod. np Munan B. JoBanoBuh, pefoBHE mpodecop Ha yk0j HaydHO] 06nacm¥
Maremaruuka aHanmM3a ¥ OpuMjeHe, [IpUPONHO-MATEMATHUKH  (aKymnTeT
Yrusepsurera y bamoj Jlym, unan;

3. Hdp [Hparan Kopah, gomeHT Ha yxoj HayduHoj obmacth Pawymapcke Hayke,)
[Ipupoano-marematiaku daxynrer Yausepsutera y Bamoj Jymy, wias;

4. Tlpod. np Anekcanmap Jb. Casuli, BaHpegHH TIpodecop Ha yX0j HAydHO] 0ONMACTH
Hymepuuka matemaTyka M onTuMu3auuja, Karenpa 3a HyMepuuKy MaTeMaTHKY H
ontumMu3aurjy Marematrukor ¢akynrera YHuBepsurera y beorpamy (Beorpan,
Cpbuja), KOMEHTOD, YIIaH;

5. Ilpod. mp Jypuj A. KoueroB, pemoBHH mnpodecop Ha yXkoj HAYYHOj 06TacTH
HAunckpersa maremaTuka u Teopujcka kubepreruka (BAK Pd 01.01.09.) Katenpa 34
TEOPHjCKYy KHMOepHETHKY MeXaHHYKo-MaTeMaTHUKor akynTera HamuoHatHOM
UCTPaXXUBAYIKOI JpxaBHOT yHUBep3uTeTa Y HoBocubupcky (HoBocubupck, Pycuja),
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Omnyky HacraBHo-nayunor Bujeha IIpHpomHO-MaTeMaTHuKor (akyITeTa je MOTBPIHO
Cenar Yuusepsutera y Bamoj JIynu Ha cjemuumm ofpxanoj 26.11.2020. T., oamykoM mof
Pppojem 02/02-3.2708/44/20. Komwuchja je y mpenBuheHOM pPOKY mperienana TOKTOPCK
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cepranujy Kanaunara Mp dumutpuja [I. Urokuha u o Tome HacrarHo-HayuHOM BHjehy
[pupoauo-mMaremarudkor ¢akynrera u CeHaTy YHEBep3uTeTa y bamoj JIymm moaHocH
cpenehn nasjemraj.

1) HaBecTs aTyM i opraH KojU je IMEHOBAO KOMHUCH]Y;

2) Hagectu cacrar KOMI/ICHje Ca HasHaKoOM INMEHa W Upe3pMEHa CBAkOT YliaHa, HayYHO-HACTABHOT 3Balba,
Ha3MBa yKe HayuHe o6macTy 3a Kojy je n3abpaH y 3Balhe H Ha3FRa YHUBep3HTeTa/ (haKyNTeTa/HHCTHTYTa HY
KOjeM je umaH KOMHCH]je RaIloCIeH.

TI IOJAIIA O KAHTUIATY

me, nMe jeqHor poanTesba, npesume: Jumumpuje ([[yuwarn) Yeoxuh
JlatyM poljera, onmtula, Apxara: 08.11.1984. 2., Jlueno, bocna u Xepyezosuna

Hazue yHuBepauTeTa M (pakyiTeTa U HA3MB CTYAH]CKOI IIporpaMa akaaeMcKux cryauja I}

IUKITyCa, OJHOCHO MOCIIHjeIUTLUTIOMCKAX MaruCTapcKuX CTY/Hja U CTEUEHO CTPYIHO/HAYIHO

BBamse:

o Hasmue yHuBep3uTeTa W hakynrera: Mamemamuuxku gaxynimem Yuusepzumema )
beozpaoy

e Crymujcku nporpam Il nukiyca: pumersena mamemamuxa

e (CTeyeHO CTPYyUYHO/HAYYHO 3Bame: Macmep mamemamuiap

daxyTeT, Ha3MB MarHCTApPCKe Te3e, HayyHa 00JIacT B AaTyM oA0paHe MarucTapcKor paja:
e  ®dakynrer: Mamemamuuxu Gaxynmem Yuusepzumema y beoepaoy
o Haszue wmarucrapcke/mactep Tesze: Iomopujese odcujeyajyhie pasnu — paseoj i
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2) datyMm pojema, ONIITHHA, APKABa;

3) Hasus ynmBepsmTeta M (akynTeTa H Ha3HB CTYIH]jCKOT IporpaMa akajeMckux crymauja, II muximyca
OIHOCHO TTOCTTH]j€ANIIITOMCKIAX MaTHCTAPCKIX CTyAHja ¥ CTEISHO CTPYYHO/HAaYTHO 3BAE;

4) DaxynTeT, HAa3UB MATHCTapCKe Te3e, HayuHa ofIacT U IaTyM oI0paHe MarHCTapeKor paja;

5) Hayuma o6acT 3 Koje je cTedeHo HaydHo 3BaFke MarHCcTpa Hayka/aKkaJeMCKO 3Bake MacTepa,

6) l'opvHa yoyca Ha JOKTOPCKe CTY/IHje ¥ HasHB CTYAHMjCKOT IIporpaMa.

III VBOJHH MO OIJEHE JOKTOPCKE JUCEPTALIJE

HaciioB mokTopcke ApcepTanyje U Oprad Koju je IPHXBAaTHO TeMY

Temy mokrtopcke mucepranmje mox HazuBoM ,JIOCTOJAILE IHNTAKJIFEPI'OBHX
FKBHIIUFPUIYMA 'V IIPOBJIIEMY (vlp) XAB-IIEHTPOHJA CA ILJEHOBHHM
HATTMETABEM H AJITOPHTMU 34 BHXOBO IIPOHAJIA’KEHE® (enr. ,,EXISTENCE
AND SOLUTION METHODS FOR STACKELBERG EQUILIBRIA IN THE (7|p) HUB-
CENTROID PROBLEM UNDER THE PRICE WAR”) kanmunata mp Jdumurpmja /]
Usoxuha, mpuxsarmio je HactaBHo-Hayuno Bujehe IlpmpomHo-maremaTHykor ¢akylrers
VuugepsureTa y Bamoj JIymu omtykoM nox 6pojem 19/3.1525/20, nana 15.07.2020. Cenat
Vausepaurera y bamoj Jlynmu omrykoM mox 6pojem 02/04-3.1604-27/20, nana 23.07.2020
r., a0 je CarlacHOCT Ha MOMEHyTd I3BjemnTaj o OIjeHH ycioBa W MOJZOOHOCTH TeMe H
KaHAWAATa 3a W3pagy OOKTOpcke mucepranuje cryneHta Il muximyca mp Hummrpuja [
Ysoxuha, Ha [Ipupoano-MaTemMariukoM dakyntety YHuBepauteTa y bamoj JIymm.
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OCHOBHU TIOJIAIIH O JIOKTOPCKO] AUCEPTAIU]U

Jesuk nmucepTanuje je eHrieckd, y ckiamy ca omrykoMm CeHarta mojn Opojem 02/04-
3.2708-43/20, mana 26.11.2020. r., Ipu YeMy HACIOBHA CMPAHA, 3GX6ATHUYA, U DE3UME
umajy ceoje mpesode Ha CPNCKuU jesux xaxo je mo ypeheno Illpasuinuxom o cadpoicajy,
u3enedy, u OUSUMAIHOM Peno3umopujymy OOKmoOpCKux oucepmayuja Ha Yrueepsumemy )
baroj JIyyu. Tucepranmja uma 154 crpane A4 ¢opmara u n3mujesbeHa je Ha celaM TiaBa
Introduction, The (r|p) Hub-Centroid Problem under the Price War, Solution Approach
Computational Experiments, Conclusion, Bibliography (127 6ubnuorpadckux jenuuuia), i
[Appendices. Ilopen moMeHyTHX TlaBa, NPUCYTHE Cy NpeTUMHHApHje, WHACKCH, U
ouorpaduja: cnucak ckpahennna (List of Abbreviations), cniucak cnuka (List of Figures)
cnucak tabena (List of Tables), ciucak kogosa (List of Codes), cnincak anropurama (List o
[Algorithms), wamekc mojmoBa (Alphabetical Index), mnnekc mmena (Name Index),
ouorpaduja (Curriculum Vitae). ¥V Tekcry ce Hanmaze uetupu cimke, 27 rpaduxona, 1]
rabesia, TPU MajTOH-KOMA U TET AJITOPUTaMa MPEACTaBJbEHUX MCEYJOKOIOM.

1) HacnoB noktopcke nmucepranuje;

2) Bpujeme u opraH Koju je MPUXBATHO TEMY JOKTOPCKE AUCEpTAaIije

3) Canpikaj TOKTOpPCKE AUCEPTALHje Ca CTPAHUUCHHEM;

4) Mcrahn ocHOBHE TOAaTKe O JOKTOPCKOj AucepTanmju: oomM, Opoj Tabena, ciuka, mema, rpadukona, 6poj
LOUTHUPAHE JIUTEPATYPEC U HABECTH IIOIJIaBJba.

IVYBOA U ITPETJIEJ JIMTEPATYPE

Pasnosu 3a npeny3uMame HCTPaKUBabHA

[Ipobnem pasmjemrama pa3pogaux Tadaka (enri. Hub Location Problem (HLP)
pencTaB/hba caBpeMEeHH]y 00JacT HCTpaKUBama y TEOpHUjU pasmMjemrama (eHr. Location
Theory). YonmTeno, pujed je 0 Tpakemy ONTHMAIHOT pa3MjeliTaja Pa3BOJAHUX Tadaka M
[MOBe3MBamba MPEOCTATNX HEPa3BOJHUX Ca Pa3BOJHMM WMajyhul y BUAY 3agaT W jacH(
(dopmynucan Wb 00pa3oBamba TPAHCIOPTHE Mpexe. Pa3BomHe Tayke Ciyke 39
KOHCOJIM/IAIN]Y ¥ TUCEMUHAIIN]Y TOKOM pyTHpama poOe Wil MyTHUKA u3Mehy mosasuiira o
onpeanmra (enr. Origin-Destiantion pairs (O-D maposun)). OBaj KOHIENT je yBEICH paan
CMamelha YKYIMHOT Opoja HemocpeaHux Be3a Mehy Taukama (uBopoBuMa aurpada) M
ckopumhaBama €KOHOMCKOT edekTa Koju uMma mnoBehaHa KoJMYMHA MPOTOKa H3Mehy

[pa3BOJHHUX YBOPOBA (IIOIYCT Ha KOJMYMHY, €HT. economies of scale), a koju ce mpupoaHd
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jaBjba y OBakBMM NOCTaBKama. 300T CBOje BaKHOCTH KaKO W3 TEOPH]CKOT, TaKO H W3

Jupaxrrusor yrina, HLP ce y nocspeme BprjeMe HHTEH3HBHO IPOYYABA.

Hctpaxupame mpobneMa pasMjelnrarba ce Ha  MaTeMaTHYKOM — HHCTUTYTY
.,Coboimer” (AkajieMm-rpan, Hopocubupek, Pycuja) Bpumm o panux 60-HX roJIEHA IPOIILIO]
[pmjexa. Mely muma ce npuje cBera mory ucrahu pamorn Bepecwmera B.JL., 'mmagmja E.X.
Jlemerntujera B.T., Illamapauna J.B., Komoxosoa A.A., Aarununa A.C., Xamucora O.B.
Bacuisea W.JI., 3abynckor I'.I'., JIepanoBke T.B., u maorux npyrux. Ha YauBepaurery y
beorpany, Tame cy ce Oapmma Jyrommja b., Mnagenoruh H., JIpaxuh 3., Kparuma J.
dumanosuh B., Crammmuporuh 3., Mapwh M., m gpyru. Meljyram, npoGiem
pasMjeIlTarba PazgoOHUX MAYAKa Y KOHKYPEHTHOM OKPY)KEIbY, H TO Y CIIPE3H ca IHjeHaMa,
TEeK OJICKOpa Ce pasMarpajy y HaydHOj JIUTepaTypH.

V BuX, kao u 3emmama oxkpyxcerba, 060 je npea oucepmayuja y xojoj ce npoyvasa 08d
npobremamuka, a yjeOHo u npea y Kojoj ce pasmampajy npobiemu onmumusayuje y uud
HUBOA.

[IpoGnem ucTpaxuBama

JIBHje KOHKYypeHTHe TpaHCIOpTHE KOMITaHHje HaMepaBajy Ja yhy Ha TpXKHMINTe, INTO C§
cMaTpa ommTeno3HaTHM (uMajylim y BuAy AeHHHIMjY TOT TEPMHHA Y TECOPHjH HIapa)
O6je Texxe Ka MaKCHMH3AIHjH Ipo(HTa MpoHATAXKEeM HajOOJbHX Pa3sBOIHHX Mpexa Y3
oOpazoBame oAromapajyhie I[jeHOBHE CTPYKType. YIpaBa jemHe KOMIIAHH|€ SKEIH 3
pasMjecTH p pa3BOJHMX Tayaka, a Jpyra IUIaHHpa Jia paMjecty bux ». HakoH HHCTananujg
onroeapajyhux Mpexa, odekyje ce 1a he koMmanuje KpeHyTH ca I[jeHOBHHM HaJIMETAmEM
jelreme OBOT HaJMeTama, ako IOCTOjH, je beprpann-HemmoB mjeHOBHH eKBHITHOPHjYM ¥
KOjeM HHjeIHO] 07 KOMITaHHja-TaKMalla HEje HCIUIATHBO JIa jeHOCTPAHO IIPOMHEjEHH CBOjY
[(jEHOBHY OJUTYKY.
O6HYHO ce y JuTeparypd pa3Marpajy JBa CIEHapHja: CHMYJITAaHH W CEKBCHIIW]jaTHU
[ylla3ak Ha TPXXHINTE. Y IPBOM CIIEHAPH]Y I[JEHOBHO HaJIMETAFhe j& MPUPOIHA IPETIIOCTaBKa
[IpoGnem je y Tome mTO OHCMO MOINIM OYEKHMBAaTH [a INocToju Buile Hemoruy
eKBIUIMOpHjyMa Kaja je pujed o pa3sBoAHMM Mpexama. [IpoHanaxkeme JIOMHHAHTHOY
HemmoBor exBrumOpHjyMa 3a jelHy oJf KOMIIaHHja-TakMala OM Morao OMTH IOIpPHIHYH(]
MCUpIUbYjyhu 3agaTak, riaefaHo w3 pauyHckor yria. lltaBmime, nmomuaantHH HemoH
eKBIUMOPHjYM HEe MOpa OUTH cacTaBJbeH O] HACTHX CTPATETH]ja, Tj. MOXE CE IPOJaBUTH
00NMMKY IHKIyca IOBe3aHHX HajObopux pekanuja. CrapgapaHo Tymademe Hermoror
eKBHTHOPHjyMa CacTaBJEEHOT O] MjEIOBHTHX CTpaTerdja HUje mpuxearbueo. Kommannjg
Hehe ,,0anatr HoRumh* xako 6u omabpana CBOjy MpEeXHY TOIIONOTH]Y. Y APYroM CLeHapH]y
Ha/JMETamhe LeHaMa ce He MpeTIocTaB/ba, Tj. NIpBa KoMIlaHWja koja yhe Ha TpxumrTd
moceelieHa je cBOjoj OJUTYIIM O pasMjeITamy pa3BOJHHX Tadaka W IHjeHa. Mmak, KoHauH(]
pememwe Illtaxinbepra moxapasyMujeBa TmocTojame JgomycTuBor beprpanna-Hemogor
[[JEHOBHOT EKBIUIMOpWjyMa, KOjH OTBapa BpaTa KOONEPAaTMBHOj HWIPH IMjeHA cg
pazgjessuBuM  fobutkoM. Crora, ys3uMajyhim cee oBo y o003Hp, uUMa cMHcTa OUTH
kamHTepecoBaH 3a pasMmarpame MebhysapmwjanTe, Tj. IllTaknOeproBor HagMeTama €3
[[jeHOBHMM HajaMmeTamkeM. JenHa kodmanuja, leader, ymasw Ha TpKHIOTE Kao IpBH
[koHKypenT (mpBM Takmall), U cBjecHa je (3Ha) aa he 3a mom yhu jom jenna — follower
(mpyru xoHkypeuTt/Takmar]). C apyre crTpaHe, nujeHe ce (opMEpajy INpeMa pjelremy
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cHMyNTaHe IIjeHOBHe urpe. OBa mocTaBka MMIUTHIHEpa Aa leader me mamehe mujeHg

follower-y, HuTH ra mraOopmie, Beh cy oHe y cymITHHH pe3ynrar ynasza follower-a H{
TpxuInTe (HaaMeTama Koje Tan kpehe). Morim 6ucmo pehu na je crieHapHO €KBHBAICHTAH
morpasy 3a IIITaxyiGeproBoM CTpaTerwjoM y CHMYITaHO] HIpH (TIPEACTaBJBEHO]
HOPMAIHOM/MATPpHYHOM OONIHKY), a Moryha je i Be3a ca IOTparoM 3a status quo TO3HIHjoM
[kama 6m ce pazmarpaiie KoonepaTHBHE IHjeHE.

[ IpeameT ucTpaxuBama

dopmaitHo, nocmaska npobrema modnBa Ha koMiieraoM aurpady G = (N,A), raje je N
HempaszaH CKyll H A je CKyn HBHIA. Pa3BoJIHOM TaukoM MOK€ MOCTaTH HCKJBYYHBO HEKH

k€N ypy uemy uBop Moxe GuTH jujesber Meljy TakMaIliMa H HEMa OrpaHHYEH3

4BOD
Ha kamanureT. Onabup uyBopa koju he OMTH pa3BojHA Tadyka ce cMarpa CTPATENIKOM
omrykoM. 1IpBH W Apyrm TakMar pasMjeliTajy p W ¢ Pa3sBOJHMX Tadaka, PECIEKTHBHO

Hepazpoaue Tadke Mory 6utu, Takohe, camo uopoBu aurpada G, anm paziMyuTa o1 OHI/I:]

[koju cy omabpanu 3a pasBojHe. 3a CBaKy HBHIY (i, JeA, TIOCTOJH TPAHCIIOPTHH TPOIITa]
[0 jeXMHANY poGe WK O MyTHHKY Ci% 0. 3a cpaxu O-D map (1) N, TaKkMarl MOXe /3
[IOHYH caMo jejiHy TPaHCIIOPTHY pyTy. BHuiecTpyka moBe3dBama Hepa3BoJHUX Tadaka CJ
[pa3BOJHEM Cy [I03BOJbeHA. JeHa Hepa3BOJHA Ta4yka HE MOXe OHTH HEIIOCPEIHO IIOBe3aHd
ca JPyroM Hepa3BOJHOM. TpPaHCIOPTHH KoeHIMjeHTH %, 0, M & Cy IIO3HATH 3@ JaTg
TPXKHINTE W PECIHEKTHBHO OJIroBapajy KOHCOJMAAIMjH poOe/IlyTHHKa O IOJa3HITa JId
onropapajylie cycjefiHe pa3sBOJHE Tadke ca KOjoM je IOBe3aHa, TpaHCIOpTy u3Mely apmje
pa3BoJIHE TauKe, M AUCTPUOYIHjH Ha Kpajie ojpemumnte. Hagoresupame MBHIa (hopMupd
pyry. Hajeume pBuje pasBozHe Tauke MOTy jga Oymy Ha jeaHo] pyTd. Tpomkory

TpaHCIOpTa Ha PyTH i—k—1—j cy garu opema k=X CtaCy+OCy, o cpe 1.k €N,

Kimmjents Gupajy pyTe MpeBacXojHO mpema MoHyheHHM nujeHama. 3a o0a ydecHHKa j6
KapaKTepACTHYHO oOpazoBarbe mill-mjena. Jlormr-MoJienn ce KOpHCTH 3a WPOI[jeHY
KoH3yMepcKor/muckperHor m3bopa (enr. Qualitative Choice Models). Kapakrepume rg
[apamMeTap ocjeTbuBocTH @, ca Beh MO3HATOM HEHETaTHBHOM BpHjeAHoIily, To0HjeHOM
eKOHOMETPHjCKHM HCIIHTHBAImeM. 3a Belie ® KIHjeHTH Cy OCjeT/EHMBHjH HA Ppa3juKe Y
MujeHaMa, 0K 3a Marme ©, IpupoHo, Baku 06pHYTO. Mpexa pa3BoJHUX Tadaka Mopa Jig
IOKpHBa CBe YBopoBe aurpada G, Tj. ycrayre cy moHyljeHe CBHMa Ha TPKUILTY .

HI/IJB HCTpaXrBamba

VYV mmpeM cMECTy, IHJb HCTpaXHBama j€ IpoydaBamke CIpera IHjeHa M Mpexd
pasBOOHWX Tadaka (xaboBa) Yy KOHKYPEHTHOM OKpYXE’Y. VYiKe TINeAano, I[IE
HCTpaXkHBama je Jokas nocrojama Iltaknbeprosux exBuinbpujyma y npodnemy (¥|p) xabd
MeHTponia ca IjeHoBHEM HagMmertameM ((#|p)HCPuPW), xapaxrepuzanuja onTHManHUY
pjelierba, MCIHTHBAKE pPAYyHCKE CIOXEHOCTH, T€ KOHCTPYKUHja MAaTXCypUCTHYKHY
anroprTaMa 3a pjelapame npobiema leader-a.

X UTI0TE3€

I'magna xwumnotesza: noctoju IllTaknGeprop exBHIHOpHjyM 3a IpobieM (7|p) xab-
[ICHTPOU/Ia ca I[jeHOBHIM HaMETabEM.
ITomohue xumnotese:
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1. Tlocrojame IllTaknbeprosor exsunuOpujyma je omoryheno mocrojameM bepTpan-
Hermmoror 1jeHOBHOT eKBHIIMOpHjyMa IIPH JIOTHT-MOZIETTY KOH3yMepCKoT H360pa;
PyTe ca HajMarmuM TPaHCIOPTHAM TPOIIKOBUMA Cy OTITHMAJTHE;
IIpo6iem follower-a ce wMoxe pedopMmynucaTd Kao MjeIIOBHTO-IjelI00pojHY
JMWHEApPHU MATEMATHYKH TIPOTPaM;
(*|p) HCPuPW je NP-texak;
ITpo6rem follower-a ((7|p)HMPuPW wu auxiliary) je NP-Texax;
Usreaenu anokanujcku npobaemu follower-a npunanajy xnacu P;
HanMeramwe nujeHaMa MOXXe 3HAYAjHO Jia YTHYE HA TOIOJOTH]Y Pa3BOJHUX Tavaky
o6a Takmana y pazmatpanoM [ITakmbeproBoM HaIMETAILY.

W N

Nown e

PGBYJITaTI/I NPETXOOAHUX UCTPpAXXKHNBAhA

Omiyke 0 pasMjemTamy H (GOpMHpay Mpexe Cy IpeMa CBOjOj TPHPOIN CTpaTeIlke
/10K ce 00pa3oBame IHjeHa Hala3y Ha HYDKEM, TaKTHYKOM, MM ITaK OICPaTMBHOM HHBOY
360r oBOra ce pasMarparme Bese uzMeljy pazMjennrama U [¥jeHa MOXe YIUHUTH HEOONIHIM
Ha pBH nonteA. Mmak, mokazaHo je Aa oJiIyKa O TOIOJIOTHjH pa3BogHE Mpexe Kojy he ag
[xopucTH KOMITaHMja 3a TPAHCIIOPT YBEIHKO 3aBHCH OJ] IPHXOJa. Y TOM IOTIIENY, IIPHXO/IH
CY Yy MCTO BpHjeMe 3aBHCHM OJ IjeHOBHE cTpyKType. CTora, KoMIaHuja Koja IIaHUpa CBOjY
TPAHCIIOPTHY MPEXKY TEHIKO Ja MOXe AOHHjETH XoOpY OMIyKY Kal je pHjed O H3TICIY
TpaHCIIOPTHE Mpeske, ykoiuko Hehie y3uMaTH y o03up yTtumaj nujeHa. C Ipyre cTpaHe, Hd
(hopMEpame IWjeHa yTHYe caMa TPaHCIIOPTHa MpeXa, Tj. UMaMo CIPEr CTPATEIIKUX I
raxTHuKHK/oneparueanx omryka (Luer-Villagra and Marianov (2013), Cvokié et al. (2016)
Cvoki¢ at al. (2019), Cvoki¢ and Stanimirovié (2020)). Ilopex mnujena, TpxumTA
[xapaxTeprmmy u omuromomu. IlpoduT KOMIaHWje HE 3aBHCH CaMO OJ OUTyKE HEHOJ|
PYKOBOZICTBa, HEro M O] HoTe3a KoHKpyeHImje (Sasaki and Fukushima (2001), Cvokié et al
(2019), Kononov et al. (2019)).

Virazak Ha TPXUINTE KOMIaHMja KOje JIOTHCTHKY 3acHHBAjy Ha TOIIOJIOTHjH pPa3BOAHUY
Mpeska ce YITTaBHOM Y JIATepaTypH pasmarpao u3 yria llltaxnGeproeux HagMerama. [Ipeu
pan Ha oBy Temy je oOjamsbeH 2001. r (Sasaki and Fukushima (2001)). Pasmarpan je
Henpekuann [ltaxnGeprop HLP y xojeM ce HHKyMOEHT 60pH 3a MaKCHMH3AIMjy IpoduTy
y3uMmajyhim y o63up BHIIE Hamajfada. 3a CBaKy PyTy je caMo jelHa pa3BoJHa Tauka Owig
osBosseHa. Cryauja Maxmytoryinapuja u Kape m3 2016. r. (Mahmutogulari and Kara
(2016)) craBma y hokyc (¥|p) xyo-nearpoun mpobieM, 1j. HLP je kombuHaTopan 110 cBojoj
OpHUpPOIH, 4 HE HENPEKHIaH, a Ha PyTH MOTY OHTH jelHa WX JABHje Pa3BOIHE Tadke. Y|
OMEHYTOM pajy IOTpaxma ce Mel)y KoMIaHHjaMa AMjeld IpeMa YIpPOIITEHOM MOJIeTy]
L, JIOOjeTHUK y3uMa cBe" — KO IYHYAH HIKY IIHjeHy 3a KoHkpeTad O-D map ,,npeyzuMa‘ cBe
[knujente. [ue mpoOneMa je MakCHME3aIMja yiajela v TPXUITY. Y paiy je ToHyleH B
er3aKTaH IPUCTYIL pjelIaBarba.
VYopomren Monen mojjene MOTpaxme ,Io0jeHUK y3uMa cBe“ He oJipaxkaBa BjepH(
CTBapHO cTame. [lopeq HajMeTama, y ONUTONoNINMa je TOTPeOHO Y3eTH y 0031 IOHAIIakd
[KTHjeHaTa, a IpeTIocTaByba ce J1a Cy IHjeHe BaXaH KPHTEPH|jyM y OJUTyUNBamkY KOPHCHHKY
ycryra. JlormT-Moen, 3acHOBaH Ha JIOTUCTHYKO] PETPECH]H, jé MU3PA3UTO KOPHINTEH Y
TPAHCIIOPTHO] JIHTEpaTypH H TpeHyTHO je Mely Hajuemthe kopmmhenuM MozemuMa 33
MOJIeTIOBae KOH3yMepcKor/JuckpeTHor m3bopa (Garrow (2010), Luer-Villagra and
Marianov (2013), Cvokié et al. (2019)). Omoryhyje moGpy Iponjeny pacrojjeie KIujeHars
y CIydajy BapujaOIHHX YCJIyra ca pa3ziIuydTHM IMjeHaMa, a JOJATHO Ia KapaKTepulIlg
3aTBOPEH MaTEMaTHYKH U3pa3.
VnopehuBame MeTaxeypHCTHUKAX alrOpHTama 3a KOHKpPYeHTHe NpobieMe pa3Mjeliramng
[z oOpaszoBama 1ujeHa (ay He U pasMjelTama pa3BOIHHAX Tayaka) je mar y paay Kodersa
capanauka (Kochetov et al. (2015)). Moxe ce pehn ia je qaT paj II0Ta3HU 3a pasMaTpabg
QJITOPUTAMCKOT IIPACTYIIA Y OBAKBHM U CIIMYHAM IIpoOIeMuMa.




O6pazan -3

[lomenyTe pedepenie

e Cvokié, D.D., Kochtov, Y.A., Plyasunov, A.V.: A leader-follower hub location and
pricing problem under fixed markups. In; Y.A. Kochetov et al. (eds.) DOOR 201§
LNCS 9869, pp. 350-363, Srpinger, Cham (2016)

o Cvoki¢, D.D., Kochetov, Y.A., Playsunov, A.V., Savi¢, A.: The competitive huly
location under the price war. In: Khacahy M., Kochetov Y., Pardalos P. (eds.
Mathematical Optimization Theory and Operations Research. MOTOR 2019
Lecture Notes in Computer Science, vol 11548, pp. 133-146. Springer, Cham (2019)

o Cvokié, D.D, Stanimirovic, Z.: A single allocation hub location and pricing
problem. Comp. Appl. Math. 39, 40 (2020)

e Garow, L.A.. Discrete choice modelling and air travel demand: theory and
applications. Routledge, London, UK (2010)

e Kochetov, Y., Panin, A., Plyasunov, A.: Comparison of metaheuristics for thg
bilevel facility location and mill pricing prolbem. Journal of Applied and Industrial
Mathematics 9(3), 392-401 (2015)

e Kononov, A.V., Panin, A.A., Plyasunov, A.V.: A bilevel competitive location and
pricing model with nonuniform split of demand. J. Appl. Ind. Math. 13, 500-51(
(2019)

o Luer-Villagra, A., Marianov, V.: A competitive hub location and pricing problem
European Journal of Operational Research 231(3), 734-744 (2013)

e Mahmutogullari, I., Kara, B.: Hub location under competition. European Journal of
Operational Research 250(1), 214-225 (2016)

e Panin, A., Paschchenko, M., Plyasunov, A.; Bilevel competitive facility location and
pricing problems. Automation and Remote Control, 75(4), 715-727 (2014)

e Sasaki, M., Fukushima, M.: Stackelberg hub location problem. Journal of thg
Operations Research Society of Japan 44(4), 390-405 (2001)

JlonpunoC Te3e

Pujed je o HOBOM HajpeallUCTHYHHEjeM O cajla MOAENy y IIBa HHMBOA INTO C€ THYY
pasMjemTama pa3sBOJHHX Tadyaka (xaGoBa), jep YKJBydyje KOHKYPEHTHO OKDYXEHE C
[njeHoBHEM HajMeTameM. MareMaTHuK je JiokazaHo nocrojawe bBeprpann-Hemoror
[[JEeHOBHOI' CKBHUIMOpHjyMa IpPH JIOTHT-MOJENIY KOH3YMEpCKOI/AHcKpeTHOor wn3bopa. M3
[[0Ka3a cy M3BeleHe HOBe TpaHCIlCACHTHe jefHaunHe HajboJpe peaxnuje. JaTu pe3ynTaTH
Cy DOCHYXHWIH 3a J0OKa3WBame Iocrojama lllraxmbepropor ekBmimOpHjymMa y [JaToM
poGiiemy. Ilopen Tora, pasMarpaHa je kapakTepusandja pyTa. JJokasano je Jla ONTHMAIHY
pyTE OJTOBapajy OHMM KOje OTHKY]Y HajMarbl TPaHCIOPTHH TPOIUKOBH (IITO HE MOpa A3
Oyze coyyaj y HeKuM JpYI'uM IocTaBkama). [oxazaHo je kako ce Moxe npedopMyInHCaTH
lraunHjanHo Henuueapan mozen follower-a (Apyror Takmana) y MjeHIOBHTO-IEI00pOJHH
TiHeapHH mporpaM. Takolje je mokaszaHo kako ce auxiliary (JOIyHCKH) MOJENT MOKG
pedopMyIIICAaTH Kao MjEIITOBUTO-LjEI00pOJHY JNHHEeapHH TporpaM. JlokazaHo je Jia Cy
npobiemu follower-a, auxiliary Mozerna, u mpoGuem (r|p) xaO-neHTpomIa ca I[jeHOBHIM
HanMeTameM NP-temmkn. C Apyre cTpaHe, [JOKa3aHO je Ja W3BEIEHHW aTOKaIlMjcKH
npobneMu  npunajiajy kiack P. KoHcTpywcanm cy anropuTMH 33 IIPOHATAKEHE
[ITTax16eproBOr eKBHIMOPHjyMa 2aCHOBAHH Ha alTepHAIIM|CKO] XEYPUCTHIM H METO.Y
mpoMjerspuBux oxoarHa (MITO). 3a Momudukamujy MITOa je mokazaHO ONMTHMH3AIH]CKQ
cBojcTBO. CTPYYHH DOMPHHOC CE€ OJHOCH HAa MMILIEMEHTAIH]y OJroBapajyhux aaropurama
3a pjelnaBare OBOT Ipo0iieMa, IBHXOBO TeCTHpare, H JOKYMEHTOBAKe HUCIMTHBAMA HA
CAB-uHCcTannaMa. JJpyTuM pHjeunmMa, JaTv Y OJIFOBROPH Ha CBE IIOCTABJLEHE XUIIOTE3E.
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[OuexuBann Hay9HH U OparMaThu4IHM QOIIPHHOCH ,zmcepTaque

Pesynratn oBor ucTpaxknBama Hahu lie cBoje MjecTo y Teopuju pasMHjeruTama Koja je
jeHa o TPeHyTHO HajpaspaljeHUjHX TeOpHja OIEPAIMOHAX HCTPAXHBAMKA (HAYUHH
monpuHoc). Ilopen Tora, OBO MCTpaKHBake MOXKE Jla MOCTYXXH Kao OCHOBA 3a JIaJbU Pas3Boj
[y 0OJIacTH pasMjellTama pa3sBOJAHMX Tadaka Y KOHKYPEHTHOM OKPYXKEY, a IPEeICTaR/bEHY
Mozeny U Teopeme OM MOTTIH GUTH YKJBYYEHH M Y HACTABY MaTeMaTHKe B HHPOPMATHKE HY
mocTauIUIoMckuM cryaujama. llopen Tora, moryhie koHKpeTHe npuMjeHe (IIparMaTHYHH
TONPHHOC) TOOHMjeHNX pe3yITaTa cy:

1) oOpa3oBarmse HyTHE MPEXe 3a aBHOTPAHCIIOPT IIYTHHKA U pOOE;

2) 00pazoBame MyTHE MPEXKE Y IIOMOPCKOM TPAHCIIOPTY;

3) o0pa3oBame MpeXe IOIITAHCKHX YCIyTa;

4) 06pa303aH,e TEJIEKOMYHHKAITHOHE MPEIKET,

5) pasMjellTaj MyHKTOBA CIIY)KOH XuTHE oMo, CIIACHIIAUKHX CITyKOH, CAHUTETCKOT

IIpEeBO3a, U MATPOHAKHUX CITyXKOH;

6) Supply Chain Management noructuka,;

7) Y TEOPHjU KOHIEHTpannje KpIMAHAIA ¥ KPEMHAHOIOTH]H MjeCTa.

1) Yxpatko uctalinr pasior 360T KOjHX CY HCTpaXHBakba Hpeay3eTa i IPEeICTABITH IIPOBIIEM, TIPE/IMET,
IIBeRe ¥ XUIOTE3¢;

2) Ha ocHOBY mpermefa IHTepaType CaxkeTo IpPHKa3aTH pe3yirare IPeTXOHHX HCTPAKABAKa Y Be3N

npoGIeMa KOjH je HCTpaXuBaH (BOJUTH pavdyHa a o0yXBaTa HAjHOBMja W Haj3HAYAjHYjA CA3HARA M3 T4

06TaCTH KOJl Hac M Y CBHjETY);

3) HaBecTr omprHOC Teze y pjellaBatsy H3yqaBaHOT IPeIMeTa HCTPAKABALA,

4) HaBecTH OYeKuBaHE HayHHE W IPArMaTUYHE JOMPUHOCE JAMCEPTalHje.

V MATEPUJAJI U METO/J PAJA

3a TEOpHjCKH ANO Cy KOpHIINEHH CaBpeMEHH METOAH OIICPalliOHHX HCTPaKHBAmha KOjH
VKJbYdyjy ~ MaTeMaTHYKO  MOJIEJIOBAIE  ONTHMH3ANMMCKHX  IpoblieMa,  MOJEld
[KOH3yMePCKOT/TUCKPETHOT H360pa, pe3yNiTaTe KOHBEKCHE aHAIH3e, TEOPU]JY Urapa, TEOPHU)
paYyHCKE CJOKEHOCTH, METaXEyPUCTHKE, U TEOPH]Y JOKATHOT TpeTpaxkuBama. Kaj je pujey
0 IIPaKTUYHOM (EKCHEPUMEHTANHOM) HjeNly MCTpakKHBarba, KOHCTPYHCAHH ITOPHTMH CY
TecTupanu Ha CAB-uHcTaHIlaMa, a 3a aHANIM3Y HYMEPHYKHX pe3yirara je KopHITheHa
IECKpUIITHBHA CTAaTHCTHKA. 1pebda WMaTd y BHIY Ja caMa OIEpallMOHA HCTPaKHBAILY
CIIanajy y T3B. IPECKPUITHBHY aHATUTHKY.
Teopujcku npasai] HCTpakuBara je 6azupan Ha cibefehieM:
® IIperyies, OCBPT, M IpoydaBame NocTojelie HayuHe M CTpy4HE JHTEparype Koja cg
THYe IpobneMa pasBomHWX Tawaka, IIlTaxnGeproBor HaaMmerama, W 00pa3zOBars3
IiHjeHa,
® MeETOJe MaTeMaTHYKOI MOJIETIOBaha ONTHMH3AIH]CKHX IpobieMa KOjH ce OZHOCE HY
JIOTHCTHYKE MpodiieMe y3 kopuihiewme pesyirara Teopuje urapa (ear. Game Theory
U KOH3YMEPCKOT/IUCKpeTHOT M360pa;
MOCTARIBANE XUIOTE3A,
Kopumherhe MO3HATHX MaTeMaTHdKUX pesyirtara (TeopemMa) W TEXHHKA
audepeHIMjaHOr padyHa, KOHBEKCHE aHallM3e, TEOPHje Wrapa, M MaTeMaTHUKE
ONTHMHU3ALUje ¢ IHBEM JOKalHBaka WJIH I1aK OIOBPTraBara IOCTaBJHEHHY
XHIIOTE32;
e TexHuKe pedopMyrnanyje HENMHEapHMX ~ MaTeMaTHUKHX  OporpaMa  paiiy
IpoHanaxema pedopmyrnammje npobiaema follower-a u auxiliary Mojena xoje 64
omoryhnne |BIXOBO pielasame state-of-the-art pjelrapaunma;
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® KOHCTPYKIHjH aIropHTaMa 3aCHOBAaHHX Ha MaT- M METaXeypHCTHKaMA.
IpaxTudER I10 NCTpaXkuBamka je 6azupan Ha cpeneheM:
¢ HMIDIEMEHTAlMjH IrOpHIaMa Ha padyHapcKOM NPOrpaMcKoM je3uky Python, y3
kopumheme oarorapajyhux moMoiHHX MPOrpaMCKUX HAKETa;
e mBolemwy pauyHckux ornena Ha CAB mHCTaHIaMa,
® JIECKPHMIITHBHO] CTATUCTHIH 3a aHATH3Y JOOMjEHUX HyMEPUUKHUX PE3YIITATA.
3a ofbpamy pesyrrara padyHCKHX oriefa je KopminheHa AECKPHUIITMBHA CTATHCTHKA
MUHMMYM, MakCHMYyM, Cpe/Eba BpPHjE€AHOCT, MEIMjaHa, CPEIbe alCoNyTHO OJICTYIAmke, H
oncer. Pasmotpeno je cinenelie:
1. craGHIHOCT IPHCTYIA Y pjellaBamy (aArOpUTMa) IPOL|jEheHa Ha OCHOBY CPEELET
aTICONyTHOT OJICTYIIamha H OIICeTa;
2. KBaIHTET pjeruersa A00HjeHNX PasIHIUTAM alrOpUTMEMA yIiopehuBameM
IIPUKA30M paclojjjena mopehema;
3. yTunaj napaMerapa Ha npodur, yauo y Tpxumry u NPM;
4. CIMYHOCT CKYIIOBa pa3sBOAHUX Tadaka KopuuthemeM JKakapIoBOT HHAEKCA
cim4HOoCTH U SZymkiewicz-Simpson-oBoT KoehHIHjeHTa IPEKIIaIarba;
5. yrunaj auxiliary Mozena nmpoctum nopehermem.
3a 00pany mojaraka Cy ce KOPHCTIUIM mporpaMckd maker NumPy, SciPy, u Pandas
[pPEeHHCTANIRPaHH Ha Anaconda mIaTgopMH.
Kopuminhere MeTozne, Kako y TEOPHjCKOM, Tako M Y TPAKTHYHOM JHJENy Y IOTIYHOCTH
OAroBapajy mpolreMy H TIpeAMETY HCTpaXHBama. Kako je pujed o MaTeMaTHYKHM
pesysITaTUMa y TEOpHjcKOM AWjelly, kopuinlieHa MEeTOJ0NIOTH]ja je camMa o cebu TauHa o
caBpemena. I1ITo ce Tide mpaxTHuHoT AuHjena, Python cnaga y Mojepre u BeoMma HONyIapHg
[IMHAMWYKH THIM30BaHE IIpOrpaMcKe jesmke ca Jo0po pasBHjeHHM IPOrPaMCKHM
buOnnoTekaMa (IIakeTHMa) 3a HaydHa u3pauyHasama: NumPy, SciPy, Pandas, u Matplotlib
Y camoj aucepTanmpju IpEKa3 IIOMEHYTOI je omoryhien oaroBapajyhum OuGIoTeKam3
[LaTeX-a (xoju je u xopuinhien 3a mucame AUCEpPTAIlH]e).
CAB ckyn mojartaka je y Hay4dHO] JUTEPATypH CTaHAapAad 3a (opMHpam-e HHCTAHIA
WKa,ua je pujed o mpobieMuMa pazMjerTama pa3BOJHEX Tauaka,
Huje momo 0 npoMjeHe ITaHa HCTPaXKHBALa OJ1 IIPUjaBe TeMe JAUCEPTaIHje,
Kako je akieHaT Ha TEOPHjCKOM MCTpakKMBamy, jep je JOKTOpCKa AHcepTalyja M3
LMaTeMaTI/IKC, CBM pa3MaTpaHH IlapaMeTpH cy IoBoJbHH. llITo ce THue nmpakTUYHOr AHjera.
cTo ce Moxke pehu m 3a pasoj anmropurama. Takolje, cratmerTHyxa ofpaja mojaraka ce
cMaTpa aJIeKBaTHOM.
1) O6jacHuTH MaTepHjan koju je obpaljmeaH, KpuTepHjyMe KOju ¢y y3eTH y 063up 3a u3Gop Matepujana;
2) HaTi KpaTak yRHL y IPHMU|SHEHI METO HCTPaXHBAtba IPH YEMY je BaXHO OIMjeHUTH ciheliehe:
1. [a nu cy OpHMHjel-eHe METOJe HCTpaXUBamba aJeKBaTHE, IOBOJBHO TAuHE M CaBPeMeHe, uMajyhu y
BUOY I[OCTHI‘Hyha Ha TOM IIOJBY ¥ CBjeTCKldM HHBOKMaA,
2. Jla mu je Houmio Ao IpoMjeHe y OAHOCY Ha IUIAH HMCTPAXKHBAKA KOJH je HAT IPHIMKOM IIPHjaBe
HBOKTOPCKE TE3E, aKO JeCTe 3aIlTO,
3. /la IM HCOMTHBAHA TapaMeTpH Jajy KOBOJBHO eJeMeHaTa WM je TpeGalo MCHMTHBATH jOLI Heke, 34
MOY3AaHO HCTPAXKHUBAKLE,
4. Jla nu je craTHcTHUKa o6pafa TIOfaTaka ajleKBaTHA.

VIPE3YJITATH 1 HAYYHHU JONIPHHOC NCTPAKKUBAA

OpuruHallHU ¥ Haj3HA4ajHU HaydHU Pe3yITaTH UCTPAKHBAFbA

e yBedeH je HOBHW, oOorahenm mpoGleM pasMjeliTala pa3BOJAHHX Tadaka )|
IITaxn6eproBoM HaJMETamy NPH YeMY Ce pa3MaTpa U HAJMETarbLe IMjeHaMma;

o (dopMyiTHCaH je HEMHEAPHH MjEHIOBUTO-I[jEI0OPOJHI MATEMATHUKH IIPOrPaM Y B3
HUBOA Ka0 MaTeMaTHIK{ MOJIET 3a IIOMEHYTH IIpo0IieM;
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® JIOKa3aHO je IocTojare beprpana-HermoBor 1jeHOBHOT eKBHIHOPHjyMa TPH JIOTHT-

MOy KOHY3MEpCKOT u3bopa (Teopema);

® JOKa3aHo je moctojame (curypuor) IlITakn6eprosor ekmmbprjyma (Teopema);

e IIpeUIOJKEHE Cy HOBE EKBIUIHOPHjYMCKe jeTHauMHe Haj0oJhe IjEHOBHE pEaKIlje
(cTaB);

® HCHWTaHO je¢ TPaHWYHO MOHAINAE ONTHMAIHHX BPHjEIHOCTH (GYHKIHMjEe MBI
leader-a 1 oxazano je fa je npobuem follower-a NP-Tesxak (TeopeMe);

® JOKazaHO je Ja M3BeJeHH INpoOeMH IOBE3WBAA HEPA3BOAHHX TauaKa Ca
Pa3BOTHMM IIpHIafajy Kiacu P (Teopeme u IOCIbEIHIE);

e J0Ka3aHo je Ja je mpobneM leader-a, 1j. (¥|p) HCPuPW, NP-texax (Teopema);

® JIOKa3aHO je Zia Cy ONTHMAJIHE pyTe, 3a (DMKCHPAH pasMjellTaj pasBOJHHX Tadaka
OHE ca HajHIKUM TPaHCIIOPTHUM TPOIIKOBHMA (TeOpeMe);

® TIOKa3aHO je Kako ce mpolieM (¥|Hp,) xal-MeauaHouaa ca IjEHOBHUM HaJMETaF-eM
((r|H)yHMPuPW) wMmoxe QopMymcaTH Kao MjelIOBHTO-I[eTIO0POjHH JIHHEAPHH
Iporpam;

® [IOKa3aHO je KaKo ce JOoIyHcKH Moael (AM) Moxe pedopMyIHCATH K20 MjEIIOBHTO-
IjenoOpojHY THHEAPHH IIPOrPam;

® I0Ka3aHO je KaKko ce MOXKe HMIUIEMEHTHPATH alTepHanujcka xeypuctuka (AX) kad
METOJI 3a pjemapame mpobnema leader-a (anropuram);

¢ I[IOKA3aHO je KaKko Ce MOXE HMIUIEMEHTHpPATH METOX IMPOMjEeHJbUBUX OKOJMHA
(MIIO) 3a pjemarame mnpobmema leader-a xopumhemem AX 3a moGujamg
HMHUIIHjATHOT pjeletsa (alropuTaMm);

¢ IIOKa3aHO je KaKo ce MOXe IpOIMjeHHTH (YHKIHja Iuha HAa OCHOBY JHHEAPHE
penakcaryje mojena follower-a;

® 7aTa je TeopHjcKa OCHOBa 3a Kopunihemwe k-swap okoymna y Moaudukanuju MI10-3
(cTarorwm) 3a (¥|H,)HCPuPW;

® YBEJEH je HOBH THII OKOJIHHA coreswap 3a ImperpaxkuBame MIIO-oMm.

[Tprxaz nobujeHnx pesynrara

3a cBe TeopHjcKe pesyiTaTe cy GopMylucaHe M OJokazawe OAroBapajyhe Teopeme
craBoBu (Propositions), m mocwenune (Corollaries), kako je To yoGHuajeHo Y
[MaTeMaTHYKHM HayKaMa, YUME j€ ¥ 33I0BOJbEH KPHTEPUjYM KPUTHUHOCTH.
ANTOPHTMH Cy OIHCAaHH IICEYIOKOJOM, IUTO je YoOWYajeHO Yy MAaTeMaTHUYKUM K
MHpOpMATHUKUM Mel)yHapOJHIM HayuHHM YacOIMCHMa, a 33 er3aKTHO pjellaBame Jomell
[Mofiena cy IpHKa3aHd ONTHH ()parMEeHTH padyHapCKOr MporpaMckor kojaa Ha Python-y,

Ilpuka3 padyHCKMX pe3ynTaTa je Ha aJeKBaTaH W HWIIyCTpaTHBaH HAYMH Ipolpahed
oarosapajyhimM rpadukoHnMa, npTexnMa, u Tabenama. ['padukoHEMa Cy MPHKA3aHE HEKE
byHKIMje paiy Iojallbera JoKa3a TeopeMa, WIyCTpoBaHu cy curypuu IItakinGepros u
beprpann-Hemos njeHoBHE exBHIHOpHjyM, Te mpukasane CDF 3a I'aycoBy u I'amGenosy]
pacriogjeny. ITopen Tora, y IpH Ipelouey pe3yiTaTta pauyHCKUX Orjefa KOpHIIheHH CY
xucTorpaMm, barplot, violinplot, u boxplot. Tabemama ¢y mnpukazaHe y JUTEpaTypH
yobuyajeHe KapakTepHCTHKE padyHCKHX OrJiefa Ha OCHOBY KOjHX C€ IIPOIjemyjy]
nedopMaHce XEYPHCTHUKHX aIropuramMa. Pe3ynTaTdH padyHCKHX OTJIefia CY OKAYeHH Ha
[Xapeapacky DataVerse mmatdopMmy 3a jaBHO [Hjesberbe II0ojaTaka KopHIDheHHX W
MoOMjeHnX TOKOM HaydHO-HCTPaKHBAYKOT pana. Kanmmyiar je mokasao jaa je cmocoban g
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MPHUKYIIH, 00paIu, U IPEI0YN pe3yiTare, Te UX YIOpPEeAH Ha OroBapajyhu Ha4dwH.

HoBa casnama

HoBa casnama ce oxHoce Ha J00HMjeHE TEOPHjCKEe pe3yiTaTe HCKa3aHe Teopemamal
CTaBOBHMA, M FHUXOBHUM TIOC/beAMIIAMa. JelaH HOB MpoOJeM je YBElIeH U 3a Herg
(dopmynrcan oAroapajyhin HeJIMHEApHU MjEIITOBUTO-I[jeIO0OPOJHH MAaTEeMaTHYKH MPOTrpam
v nBa HUBOoa. DopMmynucaH u JoKa3aHo je: 12 Teopema, IMeT CTaBOBa, jeJHA JieMa, U JCBeT
[OCJbENIIA.

Takohe, pe3ynraTH padyyHCKUX eKcliepuMeHara roope na je AX mobpa 3a moOujamd
MHUIUjAJTHOT pjellicha, ald U J1a BPJIo Op30 ymaja y nukinyc (BuaHO Kpatak). [lopex Tora
mcrocraBuio ce na je p-HMLP Gosbe momaszno pjemiewse on p-HCLP 3a AX. Pa3znukd
n3mehy MIIO u AX je y ehunu cnydajeBa Mana, anud 3Ha OWTH 3HavajHa. YTHLA]
napamerpa © je HajyowsuBHjU. YTpy0o, leader moxke ouekuBaTH HWXU IpoduT 3a Behe ©
1 00pHyTO. CITMYHO Olakarme BpHjear U 3a mapamerap o. C apyre cTpane, u3riena 1a ©
0. IMajy CympoTaH edekar Ha oxHoce mpodura Takmana. [lopen Tora, HHje OYeKMBaHO 13
leader-y Oyzne npoduradbuino na 3aysuma Buiie o 50% TpKUIITa, HAKO PavyyHCKH OTieny
cyrepuiry na leader mma mnpemHoct 300r ,OpBOr TOTE3a“, INTO je, MOXAa, W
KOHTPAaUHTYUTHBHO. [lopea momeHyTOr, pe3ylnTaTd padyHCKHX OrJiefla CyrepHily 1a Y
[lITaknOeproBoM HaxMmerawmy moBehaHa  OCjeTJBMBOCT HAa  [HjeHE  HMMILTHINPY
HEKOH3epBaTHBHO TMOHAIIAKe KOPUCHHUKA YCITyra — BHUIIE OMBajy Be3aHH 3a APYTror TaKkMara
Tj. OHOT KOjH yJa3u Ha TpxwuinTe. IHTEpecaHTHO je Ja je OBO ONaKkame 10 CBOjOj MPHPOIN
BHUILIE MAaTEMaTHYKO-padyyHCKa MMIUIMKAIMja, HEro IITO jeé COIMOJIOIIKA, €KOHOMCKA, HIIY
MaK MCUXOJIOMIKA.

Hosu HUCTPpAXUBAYKU ITpaBOU

Jenan cmjep ucTpaxkuBama MOXe Oa OyAe HWCIHTHUBambEe pPOOYyCHE BapHjaHTE OBOI]
npobiema. OHO O 3aXTjeBalo MOCTaBJbarkbe HOBOT MOJENIa, a THME U APYrauyrju MPHUCTYH
aHanu3u U pedopmynanuju. I[lopen Ttora, jeauHcTBenu bepTtpana-HemioB 1jeHOBHY
eKBIIMOPHjyM yKa3yje Ja MMa CMHcIa pa3MarpaTd KOOIepaTHBHE I[JEHOBHE WTIpe cd
paszmjesbuBoM aooutu jep je IATA cBojeBpcTan u3y3eTak y MehyHapoaHuM 3akoHHMA Q
3alITUTH KOHKypeHnuje. Takohe, u 3a 0Baj HOBU MOJIET ca KOOIIEPaTUBHUM IMjeHaMa MM4
CMUCJIa pa3MarpaTi poOyCHY BapHjaHTy.

Hpyru ox moryhux cMjepoBa Oyayhux MCTpakMBama, a KOjH ce Ha3upe, OM Morao OWTH
KOHCTPYHCaWke €r3akTHOI ainroputMma 3a pjemaBame (7|p)HCPuPW. Kouctpykiyjd
er3aKTHOT METOJAa 3a HeJMHeapHe ONTHMH3alHOHE MpobieMe y JBa HHMBOA Yy KOjuUMa cd
Mopa aeduHHcaTH NoHamame follower-a ce y nuTepaTypu mokasana Kao W3y3eTHO TexKay
3agarak. llltaBume, W3 aucepranvje BUAMMO Ja jé W KOHCTPYKIHja MaTXEypUCTHUKOI]
anropuTMa HeyoOHudajeHa.

[lopen pa3Bujama CIOXKEHHjUX MOJeNa U KOHCTPYHCamka 00JbUX MPUCTYINA (ONTUMATHOM
pjeiemy, Tpehu mpaBan MCTpakMBamba KOjU CE€ Ha3upe jecTe JOMYHCKO HCIUTHBAMg
CIIOKEHOCTH OBOT M CIIMYHUX NPOOJieMa, Tj. TPaKEHhe HBHUXOBOI MjecTa y MOJTMHOMCKHAM W
AITPOKCHUMAITHjCKAM XHjepapXxujama.

1) VkpaTko HaBecTH pe3yinrare /10 KOjuX je KaHIuaT JA0IIao;

2) OmnmjeHUTH Na JI Cy JOOWjeHH pe3yNTaTH jacHO TMPUKA3aHW, TPABWIHO, JOTHYHO W jaCHO TyMauycHH
ynopehyjyhn ca pesynratuma Ipyrux ayropa W Ja JIM je KaHAMOAT IPU TOME KCII0JbaBao JOBOJHH(
KPUTHYHOCTH;

3) [ToceOHO je BaxkHO McTahu 10 KOjUX HOBHUX Ca3Hama ce JOIUIO Y UCTPaXHBamY, KOjU je FbUXOB TEOPHjCKH Y
MPaKTUYHH JOMPHUHOC, KA0 U KOjU HOBH HMCTPaXKMBAUKHU 3aJalld CE HA OCHOBY HbHX MOTY YTBPIWTH W
Ha3HpAaTH.
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VII 3AK/bYYAK U TIPUJEAJIOT

HokTopcka mucepTanuja kojy je Hamucao crygent I umxiyca Hdumutpuje 1.
Ysokuh, yBomu ¥ pazmMaTpa HOB IpobiieM y 061acTi OMEPAHOHUX HCTPAKHBAR:A, BPIIO
BjE€POBATHO HAjPEANIMCTHYHU)H HO CaJ Kal je pujed o pasMjemTamy pPa3sBOJHMX Tauyaka
Yy KOHKYPEHTHOM OKpyxemy. Kangunar je dbopMmymnucao oarosapajyhu MaTeMaTHuUKu
ONTHMH3AIMOHH MOZEN y ABa HHMBOA, J0Ka3ao Iocrojame curypHor llltaknGeprosor
EKBUIMOPHjyMa, H KOHCTPYHCAO AITOPHTME 33 HHMXOBO IPOHAIAXEHE 3aCHOBAHE Ha
MeTa- ¥ MaTXeypHcTHKama. Hay4Ho ncTpaxkuBame, IpUKa3aHo y IUCEPTAIMj1, CACBHM
CUTYpPHO IONPHHOCH pa3BOjy TEOPUj€ JOKALHMje W MATXEYPHCTHYKHX AlrOPHTAMA.
Taxolhe, opuruHaaHOoCcT pykomuca je mposjepeHa W morBpheHa codrsepoM 3a
oTkpuBamwe miarujaropcrea URKUND. [lokropcka auceprandja Jumutpuja .
Usokuha 3a70BOJbaBa CBE KPUTEPHjyMe OPUTMHAIHOT HAYYHOT Pajd, CaMOCTAIHO
ypaheHor mpeMa onmrenpuxBaheHUM BakehHM Hay4HO-MCTPOXMBAYKHMM METOAMMA.
Ha ocHOBy aHanm3e pauyHCKHX oOIVleda JOLUIO Ce IO OApeheHHX CMjepHHI, Tj.
OpraHM3allHOHO-YIPaBJbaYKUX YBHIA 3a (opMHpame TpaHCIHOPTHHX Mpexa ca
Pa3sBOIHMM Ta4ykama y KOHKYPEHTHOM OKpyXewy. Takohe, AMCepTanmja ce MOKe
CMATpaTH JOBOJBHO JOOPUM IOJa3UIITEM 32 HOBA HCTPAKHBAFHA.

C ob3upoM Ha MpeTXOJHO Ka3aHO, Komucuja je MUIUBERA Ja je QucepTaluja Mp
Jumutpuja JI. Usokuha kBamuTeTHHO ypalieHa w ma 3a10BOJbaBa CBE KPUTEPHjyMe
opuruHanue Tese. Crora, Komucuja npennaxe HacraBHo-HayuHoMm Bujehy IIpupoasHo-
marematuukor @axynrera u Cenaty YuuBepsurera y Bamoj Jlyum ma npuxsare
JMcepTalyjy 1 0100pe BHeHy jaBHY Of0OpaHy.

1) HaBectn Haj3HayajHHje YMECHHLE IUTO TE3W Jaje HAYYHY BPHjEJHOCT, aKo MCTE TIOCTOJE AaTH

MTO3UTUBHY BPH]EIHOCT CaMOj Te3W;

2) Ha ocHOBY yKyIIHe OlijeHe AvcepTaluje KOMICH]a peuiake:

- Jla ce TOKTOPCKa AMCEpTallija IPUXBATH, a KaHAUAATy 0100pu onbpana,

- la ce JOKTOpCKa AucepTalyja Bpaha KaHIUAATY Ha JOpafty (Ha ce MOIMYHH WK U3MHjEHH) U
- J1a ce IOKTOPCKa JIMcepTaruja ogouja.

IMOTIINC YJIAHOBA KOMHUCHIJE
}__[aT}’MI Olf 04 - MU .

Jlp Anexcarnap B. [IibacyHoB,

JIOLIEHT Ha y>K0j Hay4yHOj 0071acTH

Jluckperta MaTeMaTHKa U TeopHjcka kubepueruka (BAK P® 01.01.09.),
MexaHHYKO-MaTeMaTHYKU (QaKynTeT

HanuoHamsor HCTpaXkUBAauKOT IpkaBHOT YHHBep3uTeTa y HoBoCHGHpCKY,
Pycwuja,

TIpeZCjeTHAK

) My Aoy @}@Q@Oﬂo@ﬁ:

i
\’)Ip Miunan B. Josanosuh,
penoBHU Ipodecop Ha yKoj HaydHOj 00IacTi
Maremaruika aHaIM3a U IPHM]EHe,
ITpuponHo-MaTemaTHuku dakynrer YHuBepsurera y bamoj Jlyuu,
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3 Jm e Bl

/i Jiparas Kopall,

JIOLIEHT Ha Y30j HayuHoj dGrnacTu PauyHapcke Hayke,

TIpupo Ho-MareMaTudKy dakynrerT YHuBep3uTeTa y Bamoj Jlyimm,
uJjaH

4. Qa)\i\ R N ta.w,m(@/

Ip AHEKC ap Jb. Capuh,

BaHpeIHH Mpodecop Ha Ykoj HayHHO]j 0671acTH

HyMepruka MaTeMaTvKa 1 ONTHMH3aIH)a,

MateMaTuuicu gaxyirer YHuBep3uteta y Beorpany, Cpouja,

Jp Jypuj A. Kouetos,

PpeoBHU IIpodecop Ha ykoj HayuHoj 00IacTH

JTscKpeTHa MaTeMaTHKa i Teopyjcka kubepreTrka (BAK PO 01.01.09.),
Mexaruuxo-MaTeMaTHyKy hakynTer

HalyoHATHOT HCTPaKHBaIKOT APJKaBHOT yHuBep3uTeTa y HoBoCHOUPCKY,
Pycuja,

MEHTOD, WIAH

W3JIBOJEHO MUIIUBEIGE: Unan xoMmucuje KOj¥ HE SKelu [Ja IOTIHINE W3BjEINTaj jep Ce He Ciake ca
MHIIBeIseM BellHHE WIAHOBA KOMHCH]E, Iy KAH je /1a yHece y H3BjemTaj 06pa3oKerhe, OHOCHO Pasior 360T
KOjUX He eIy Ja MOTIHIIE H3BjeINTa).




IIpunor 3.
M3jasa 1

HU3JABA O AYTOPCTBY

HzjaBmbyjem
A2 je JOKTOpCKa TAcepTanuja

Hacnos pama TIOCTOJABE INTAKJIBEPTOBUX EKBWIMBPUIVMA V TIPOBJIEMY (r|p)
XAB-IIEHTPOMJIA CA IIJEHOBHUM HAJIMETABEM U AJITOPUTMU 3A HBUXOBO
IMPOHAJTIAXKERE

Hacrmos paga ©a emrmeckoM jesuky EXISTENCE AND SOLUTION METHODS FOR
STACKELBERG EQUILIBRIA IN THE (r|p) HUB-CENTROID PROBLEM UNDER THE PRICE
WAR

<] pesyxrar concrreror HCTPaXXHBAYKOT paja,
Xna moxropeka JWcepTanija, y LjCIMHA WM y JUjeToBHMA, HEje OGuia IpPeUIOkeHa 3a
Aobrjamke GUIO Koje TUILIOME TIpeMa CTYIU|CKHM [POrPAMHMa IPYTHX BHCOKOITKONCKHX
_ YCTaHOBa,
Jla Cy pe3yJ/ITaTH KOPEKTHO HAREACHH U

7 HACaM KPIIHO/TIa ayTOPCKa paBa i KOPHCTHO HHTEIEKTYATHY CBOJUHY JPYTHX JIALA.

[otnuc gokropagra *(/
V Bamoj JIyru, nama 9 A’J 2021. rogune )IHMH,TpHJe ]1 L%‘mh/

- :




Hsjasa 2

H3jasa kojom ce oramhyje Yuusepsurer y bamoj Jlynn
/A JIOKTOPCKY AUCEPTANM]Y YUHUHH JABHO JOCTYTHOM

Opnanthyjem YruBepsuteT y bawoj Jlynu fa Mojy ZoKTOpcKy AMCEpTaLHMjy MO/ HACIOBOM
[IOCTOJAILE LUTAKJIBEPTOBUX EKBHJIIMBPHUIYMA ¥V TIPOBJIEMY (r|p) XAB-
LEHTPOUJIA CA IUEHOBHUM HAIMETABEM W AJIFOPUTMU 3A HBUXOBO
[TPOHAJIAJKEWE

Koja je Moje ayTOpCKO JjesI0, YHMHHM jJaBHO AOCTYITHOM.

JloKTOpcKy —naMcepTauujy ca CBHM FPUIO3MMAa Mpejao/na caMm y €NeKTPOHCKOM (opmaTy
TIOTOJHOM 32 TPajHO apXHBHPALC.

Mojy HOKTOpCKY AWcepTauujy MNOXpareHy y AUTHTalHW PEilO3HUTOpUjyM YHUBEp3UTETa Y
Gawoj Jlyum mory 1a Kopucre CBM KOjW MOWTYjy oapeade caapykane y oj1abpaHOM THITY JIULIEHLE
KpeatuHe 3ajeannue (Creative Commons) 3a KOjy caM e 0Lu1y4Ho/1a.

& AyTOpcTBO
" AyTOPCTBO — HEKOMEPLIHaNHO

' AyTopcTBO — HEKoMepLHjanHo — 6e3 npepaje

4
\

AYTOPCTBO — HEKOMCPLIM]AIHO — IMjEIHTH MOJL HCTUM YCIIOBUMA

™ AyTopcTRo — 6€3 npepase

" AYTOPCTBO — [MJETUTH 1Ol UCTHM YC/I0BUMA

(Monumo na 3a0KpyKMTE caMO jeAHY OJ IUecT MOHyheHuX JMLEHLY, KpaTak OMHC JIUUCHIU
Jat je Ha nojefunu nucra).

o [ToTmuc JOKTOpaHTa P
V Bawoj Jlyuu, gana 9 . 4.2021. rognne JAnmutpuje A) qB(,prh/f; Iy
/ . Y AT

A Ii=
—X T / ! 7~
g L9 /
J_
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H3jaBa 0 HAEHTHYHOCTH ITAMIAHE H CJIEKTPOHCKE Bep3uje
JOKTOPCKe Aucepraunuje

Hwmc n npesrMe ayTopa Iumutpuje I, Usokuh

Hacnos paga MOCTOJALE IUTAKIJIBEPIOBHMX  EKBUJ/IMBPUIYMA ¥
IIPOBJIEMY (r|p) XAB-IIEHTPOUJIA CA LIJEHOBHMM HAIMETAKBEM W AJI'OPUTMH
3A BHBUXOBO ITPOHAJIAXEHE

MeHnTop npod¢. ap Jypyj A. Kovcros

HsjaBbyjeM Ja je lutamrana Bep3Wja Moje AOKTOPCKE IHUCEPTAaLje UICHTHYHA ENEKTPOHCKO]
BEP3UjH KOjy CaM Mpelao/ia 3a AUCHTAIHN Pello3uTopujymM Y Husep3uteTa y bawoj Jlyuu.

[
- Ilornuc nokropanTa ) | /w s
Y Bamwoj Jlyuu, nana ﬁ .~.2021. ronuHe Humnrpuje 1. ‘—I%omgﬁ‘\, - 7
5l W o
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